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ABSTRACT

In response to the challenges of generating Attribute-Based Access Control (ABAC) policies, this paper proposes
a deep learning-based method to automatically generate ABAC policies from natural language documents. This
method is aimed at organizations such as companies and schools that are transitioning from traditional access
control models to the ABAC model. The manual retrieval and analysis involved in this transition are inefficient,
prone to errors, and costly. Most organizations have high-level specifications defined for security policies that
include a set of access control policies, which often exist in the form of natural language documents. Utilizing
this rich source of information, our method effectively identifies and extracts the necessary attributes and rules
for access control from natural language documents, thereby constructing and optimizing access control policies.
This work transforms the problem of policy automation generation into two tasks: extraction of access control
statements and mining of access control attributes. First, the Chat General Language Model (ChatGLM) is employed
to extract access control-related statements from a wide range of natural language documents by constructing
unique prompts and leveraging the model’s In-Context Learning to contextualize the statements. Then, the
Iterated Dilated-Convolutions-Conditional Random Field (ID-CNN-CRF) model is used to annotate access control
attributes within these extracted statements, including subject attributes, object attributes, and action attributes,
thus reassembling new access control policies. Experimental results show that our method, compared to baseline
methods, achieved the highest F1 score of 0.961, confirming the model’s effectiveness and accuracy.
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1 Introduction

In this digital age full of uncertainties, information has become one of the most crucial assets.
Information security is a key element in building the foundation of trust in modern society. Whether
it’s e-commerce platforms, banks, or health service providers, users expect their data to be handled and
protected with care. The increasing news of privacy breaches, data misuse, and security lapses serves
as a reminder of the risks associated with inadequate information security measures. Individuals and
businesses suffer when personal information becomes the target of thieves or is accessed or disclosed
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without proper authorization. Every click, message, transaction, and service interaction could involve
the exchange of sensitive information. For individuals, enterprises, and even national institutions that
rely on this information, protecting information security has become an urgent task. The significance
of information security is not only limited to technical defenses; it also represents trust, responsibility,
and durability.

One of the crucial methods for protecting information security is access control [1], whose task is to
ensure that information resources are not used or accessed illegally. Conflict detection and resolution
primarily address the problem of inconsistent security policies across different information systems. An
access control system first verifies the identity of the user or system requesting access to the resources,
and then determines their rights to access these resources based on predefined security policies. This
process involves two phases: authentication and authorization, ensuring that only the appropriate
individuals or systems access the right resources at the right time. By limiting data access, access control
helps protect the sensitive information of user organizations from unauthorized access, while reducing
the possibility of data leaks, theft, or damage. It can also log access data and user activity, providing
logs for security monitoring. These logs are crucial for the investigation of security incidents and
compliance auditing since they can help reconstruct the timeline of events, determine responsibilities,
and take appropriate remedial actions. ABAC (Attribute-Based Access Control) [2] is an access control
model that defines a decision-making framework allowing systems to grant access decisions based on
the policies defined by developers or administrators, considering the attributes of the requester, the
resource, the environment, and other possible contextual properties. In ABAC [3], the granting of
permissions is based not only on the identity of the user but also on a set of attributes, including those
of the user, the resource, as well as other relevant environmental attributes. Its widespread use stems
from two core advantages: a high degree of flexibility and granularity. Compared to traditional RBAC
(Role-Based Access Control) [4], ABAC can handle a greater variety of variables and conditions [5],
thereby offering more precise and dynamic access management. For example, an ABAC system may
permit access for requests originating from a specific geographic location during certain time frames,
rather than solely based on the user’s role. This enables authorization decisions to be made based on
a rich context. It allows for nuanced control over access requests to a given resource, meeting security
requirements while ensuring users’ access needs are met.

Access control policies [6] refer to a set of rules or guidelines that define how, when, and under what
conditions users (or user groups), programs, or other digital identities are allowed to access specific
information technology resources. These policies are a key part of ensuring the security of information
systems, used to prevent unauthorized access and protect sensitive data from being leaked or damaged.
Access control policies can be categorized into different types [7] based on their implementation. In
Role-Based Access Control, permissions are assigned to roles based on the user’s role (e.g., manager,
employee, etc.), and users obtain permissions corresponding to their roles. In Attribute-Based Access
Control, permissions are dynamically granted based on attributes (e.g., the user’s location, time, etc.),
which can be attributes of the user, the resource, or environmental attributes. In Mandatory Access
Control, mandatory security policies set by the operating system or security administrators typically
rely on multi-level security labels, and users cannot modify these settings.

Currently, technologies for automatic generation of access control policies mainly fall into two
categories: those aimed at system access logs and natural language documents. The techniques
focusing on system access logs primarily analyze user-permission relationships within access logs.
This includes determining which users, programs, or devices should have access rights, and what level
of access control should be applied to resources, followed by the formulation of new relevant access
control policies.
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In many organizations and institutions’ information systems, there is a widespread presence
of documents compiled in natural language, such as project requirement documents, user manuals,
and operation guides. These documents not only detail the system functionalities and operational
procedures but also often contain inherent access control principles and policies [8]. Extracting access
control policies from natural language documents is a complex task, mainly facing the following
challenges: 1) Natural language often contains ambiguous, unclear, and polysemous expressions,
making it difficult to parse and understand the intent of the document. 2) The syntactic structures
and styles of natural language documents can vary greatly. The same policy can be expressed in many
different ways, requiring the extraction process to handle various complex syntactic structures and
linguistic styles. 3) Different industries or organizations may use specific terminology and expertise,
necessitating background knowledge in the relevant field to extract policies from documents. 4)
Access control policies often depend on specific contextual environments, and the extraction process
needs to accurately understand and apply this contextual information to ensure the correctness and
completeness of the policies. Therefore, researching how to effectively and automatically extract these
implicit access control policies from natural language documents and convert them into actionable
ABAC policies is crucial for the development of attribute-based access control technology.

This article aims to propose a deep learning-based technique for the automatic generation of
attribute-based access control policies. The goal of this technique is to automatically extract and
generate attribute-based access control policies from natural language documents. It intelligently
identifies and refines the necessary attributes and rules for access control from unstructured texts
such as project requirements and user manuals, thereby constructing and optimizing access control
policies. This enhances the speed and intelligence level of access control policy formulation, providing
more efficient and automated support for access control policies. This paper’s contributions are
as follows:

(1) This work introduced a novel approach based on deep learning to autonomously generate
attribute-based access control policies from natural language documents. We delineate the policy
generation challenge into two core tasks: the extraction of access control statements and the mining
of attributes within those statements;

(2) This work employed the ChatGLM pre-trained model to undertake the task of extracting
access control statements. The task of mining statement attributes is transformed into an attribute
annotation challenge, where we utilize the ID-CNN-CRF model for the sequence labeling of attributes.
Experimental results demonstrate the model’s excellent performance;

(3) This work designed the OBIE attribute annotation method that allows for more detailed
annotation of subject, object, and action attributes within access control statements. This method
enhances the model’s performance optimization.

The rest of the paper is organized as follows: Section 2 begins with an overview of previous
literature and information about related work. The access control policy generation framework and its
components are presented in Section 3. Section 4 presents the experiments and results and discussion.
Finally, Section 5 presents conclusions.

2 Related Work

Currently, scholars both domestically and internationally have conducted a series of research in the
field of automatic generation of access control policies. These mainly fall into two types: the first type
targets the existing access control information, namely the access logs in the system. Cotrini et al. [9]
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proposed a method for extracting access control policies from sparse logs, called Rhapsody, which uses
association rule mining to effectively process sparse logs and employs a new reliability measure to avoid
mining rules that over-privilege. In addition, they introduced a novel validation method “generic cross-
validation”, which, compared with standard cross-validation, uses requests that do not appear in the
logs to evaluate the mined rules, thus improving the quality of the rules; Das et al. [10] developed a new
ABAC policy mining algorithm based on a greedy heuristic, which considers environmental attributes
and their related values, and uses the Gini impurity to form rules, aimed at minimizing the number of
rules in the generated policy. Iyer et al. [11] introduced a novel approach for mining ABAC policies,
where previous studies mainly focused on mining only positive authorization rules, this method can
process both positive and negative authorization rules and also requires less time cost than previous
methods; Shang et al. [12] used decision trees to segment and encode log information to generate a
matrix representation characterizing the logs. Hierarchical clustering is then used to cluster similar logs
and extract attribute relationships to construct the ABAC policy set; Bamberger et al. [13] proposed
an access control policy generation algorithm that takes as input a set of access request logs as well as
attributes of entities in the system and optionally existing policies to generate structured attribute-
based access control policies; Sanders et al. [14] presented a rule-mining based method that can
generate ABAC policies in larger and more complex audit logs, defining the ABAC permission error
minimization problem, which is used to balance the issues of insufficient and excessive permissions
in security policies; Mocanu et al. [15] employed a restricted Boltzmann machine (RBM) trained
on logs to extract policy rules. However, this study only presented preliminary results for the first
phase in policy space, and the final phase of the algorithm has not yet been realized; Xu et al. [16]
proposed an algorithm for mining ABAC policies from operational logs and attribute data, taking
into account noise in the logs. Rules with quality measures below a threshold are considered noise
and are deleted to improve the quality of the mined policies; Karimi et al. [17] presented a method
to automatically learn access control policy rules from system access logs. This method uses the
unsupervised learning technique of K-modes clustering to detect access log patterns, preliminarily
extracting access control policy authorization rules and employs rule pruning and policy refinement to
optimize the policy quality and conciseness. Rule pruning uses the Jaccard similarity index to eliminate
rules that contribute little or redundant to policy quality improvement, thus compressing the policy
size. However, the method has issues with the stability of the policy generation quality and the difficulty
in setting appropriate clustering values;

The second approach does not require existing access control information and targets natural
language specification documents. Ammar et al. [18] addressed the problem of existing website
privacy policies being obscure and verbose by proposing an automatic text classification method.
They used a logistic regression model to analyze privacy policy texts and search for significant
features, mapping privacy policy documents to classification labels and incorporating self-training
semi-supervised techniques to improve classification accuracy for this task; Xiao et al. [19] introduced
an automated approach named Text2Policy, which combines syntactic and semantic analysis to extract
model instances and generate formal specifications. It matches against four predefined policy semantic
patterns, capable of extracting RBAC policies from documents containing access control policies,
and automatically deriving access control requests that can verify against specified or extracted
ACPs to detect inconsistencies, from the operation steps extracted; Zhu et al. [20] proposed a
hybrid neural network model that enables dynamic mining of content attributes that accurately and
completely express the semantics of unstructured text in a massive heterogeneous data environment;
Xia et al. [21] proposed to present a comprehensive automated approach for extracting ABAC policies
from natural language documents in healthcare systems, which fully utilizes BERT and Semantic
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Role Labeling (SRL) in ACP utterance recognition and rule extraction, where the BERT model
is used to classify the decision results of ACP utterances and rules, and to generate semantic role
labels and embedded attribute values. And the SRL representation is utilized to enhance the BERT-
based ACP utterance recognition; Slankas et al. [22] suggested a machine-learning-based method to
extract implicit and explicit access control policies from natural language documents. They first input
the entire text, breaking it down into types such as titles, list beginnings, list items, and ordinary
sentences. They then use machine learning algorithms to classify sentences as access control or non-
access control, followed by the use of relation extraction methods to identify and extract access
control elements, and finally, they inspect the coverage and conflicts of the extracted access control
policies. Narouei et al. [23] proposed a top-down policy engineering framework aimed at automatically
extracting policies from natural language documents. They trained a deep recurrent neural network
that uses pre-trained word embeddings to identify sentences containing access control policy content;
subsequently, Narouei et al. [24] introduced a framework that utilizes Semantic Role Labeling (SRL) to
extract access control policies from unrestricted natural language documents. SRL extracts contextual
information and conditions of the environment, facilitating the precise definition of access control
policies. This approach further improves the performance of SRL in extracting access control policies
by utilizing domain adaptation and semi-supervised learning techniques; Alohaly et al. [25] developed
an innovative framework capable of extracting attributes for attribute-based access control policies
from natural language documents. They designed this process as a problem of relation extraction,
systematically linking subjects and objects and the attributes that modify these elements, transforming
attribute-based access control policies from unstructured natural language descriptions into a format
that machines can parse and execute.

There are also some recent advances on natural language processing techniques, such as research
on the security of LLMs (Large Language Models). Zhao et al. [26] proposed a new clean label
backdoor attack method Cbat with text style, which does not require external triggers and the
poisoned samples can be labeled correctly, and also proposed an algorithm CbatD to defend the
backdoor attack, which effectively eliminates the poisoned samples by finding the minimum training
loss and calculating the feature correlation; You et al. [27] proposed an attack method, LLMBkd,
which improves the effectiveness of textual backdoor attacks by automatically inserting various style-
based triggers into text using a language model. The defense method REACT, a baseline defense that
mitigates backdoor attacks by antidote training examples, is also proposed; Shao et al. [28] developed
two CTF-solving workflows, human-in-the-loop (HITL) and fully-automated, which comprehensively
evaluated the ability of LLM-solving in solving real-world CTF challenges, and provided a reference
for applying LLM in cybersecurity education.

3 Access Control Policy Generation
3.1 Access Control Policy Generation Framework

In the area of text data feature extraction, significant advancements have been made in machine
learning, deep learning, and natural language processing technologies. This study proposes a deep
learning-based approach for automatically extracting Attribute-Based Access Control (ABAC) poli-
cies from project specification documents described in natural language. This method is aimed at
automating and intelligently generating the system’s access control policies, significantly reducing the
time required to establish such policies. The paper starts by extracting statements related to access
control from natural language documents, followed by mining the attributes within these statements,
including subject attributes, object attributes, and action attributes, and then formulates new, readable,
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and effective access control policies. The overall framework for access control policy generation is
depicted in Fig. 1.

Figure 1: Policy generation framework

3.2 Extraction of Access Control Policy Statements

3.2.1 Access Control Policy Statement Extraction Process

ChatGLM(Chat General Language Model) [29] is a pioneering pre-trained language model,
distinguished primarily for its open-source nature and optimizations tailored for Chinese. Remarkably,
it facilitates the deployment of a lightweight int4 service directly on personal hardware, significantly
lowering deployment expenses. To cater to developers aiming to adapt the model for bespoke
application contexts, ChatGLM introduces an adept model fine-tuning methodology grounded on
P-Tuning v2. This approach is particularly effective for tasks like information extraction, with the
following instance serving as an illustrative example of extracting data from datasets.

A user posted the following information: “I am an artist who loves to travel, to see the world’s
beautiful scenery, and to engage in everyday conversations. I am someone who values authenticity and
always finds topics to discuss, even if it’s just casual chatter. Born on 30 October, 1999, I am a Scorpio
and currently reside in Beijing, attending the Beijing Art Academy. I joined Weibo on 12 March, 2016.”

Using the ChatGLM large model, information extracted from the aforementioned example is as
follows:

{“Username”: “Not provided”,

“Bio”: “Enjoys traveling, taking in the beautiful scenes of the world, and engaging in daily
conversations. It’s often about casual and authentic talks; just lending an ear is good enough. There’s
always something to discuss for someone who values truth.”

“Birthday”: “1999-10-30”,

“Additional Information”:

{“Zodiac Sign”: “Scorpio”,

“City”: “Beijing”,

“Alma Mater”: “Beijing Film Academy”,

“Weibo Joining Date”: “2016-03-12”}}.
This paper proposes to utilize the adapted ChatGLM model to identify and extract access control

statements from datasets.
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To successfully enable ChatGLM to extract access control statements, we need to design a unique
prompt. First, classify the corpus to determine its conceptual hierarchy, such as identifying entities
like people, actions, etc. This will help the model better understand the characteristics and context of
the corpus. Next, we need to define the content and requirements of the access control statements.
These statements may involve aspects such as permission management, authentication, data access
restrictions, etc. By clearly defining the access control statements, we can guide ChatGLM to be more
accurate and targeted during the extraction process.

In the process of building the prompt, listing some correct examples as context for In-Context
Learning is beneficial. These examples may include common access control statements, along with
variants and extensions in specific scenarios. By introducing these examples, the aim is to enhance
ChatGLM’s understanding of different contexts and usages, thereby improving its performance in the
task of access control statement extraction.

Finally, providing natural language specifications and documents allows ChatGLM to extract
access control statements from them. These documents could encompass best practices in access
control, security policy regulations, and guidelines for permission management, among others. A
flowchart for the access control statement extraction process is depicted in Fig. 2.

Figure 2: Access control statement extraction process flowchart
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3.2.2 P-Tuning v2 Method

In this paper, we use the P-Tuning v2 [30] method to fine-tune the ChatGLM model, which utilizes
Deep Prefix Tuning with improvements to Prompt Tuning and P-Tuning as a cross-scale and NLU
(Natural Language Understanding) generalized solution for the task. There are two main problems
with previous approaches such as Prompt Tuning and P-Tuning: 1) Lack of model parameter size
and task generalization, for those smaller models (from 100M to 1B), the performance of Prompt
Optimization and full fine-tuning varies considerably. 2) Lack of Depth Prompt Optimization, due to
the limitations of the sequence lengths, the number of tunable parameters is limited.

The P-Tuning v2 method applies Prefix-tuning to in NLU tasks, using a multi-task learning
optimization, pre-training based on Prompt from a multi-task dataset and then adapted downstream
tasks. The principle of P-Tuning v2 is to obtain a smaller and more efficient lightweight model by
pruning the parameters of a trained large language model. Specifically, P-Tuning v2 first uses an
adaptive pruning strategy to trim the parameters in a large language model to remove unnecessary
redundant parameters in it. Then, for the pruned parameters, P-Tuning v2 uses a special compression
method, which can compress the parameter size more efficiently and significantly reduce the number
of total parameters for model fine-tuning. The schematic diagram of P-Tuning v2 is shown in Fig. 3.

Figure 3: P-Tuning v2 schematic diagram

3.2.3 ChatGLM Model Training Details

Overall, the core idea of P-Tuning v2 is to make ChatGLM models lighter and more efficient, while
keeping the performance of the models as unaffected as possible. This not only speeds up the training
and inference of the model, but also reduces the consumption of memory and computational resources
during the model’s use, making the model more applicable to a variety of real-world application
scenarios. The details of ChatGLM model training parameters are shown in Table 1.

Table 1: Training parameters

Parameters Explanation Setup of this article

PRE_SEQ_LEN Length of soft prompt 128
LR Learning rate of training 2e-2
Max_steps Maximum training steps 3000
Max_source_length Maximum input text length 64

(Continued)
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Table 1 (continued)

Parameters Explanation Setup of this article

Train_batch_size Training batch 1
Eval_batch_size Validation batch 1
Gradient_accumulat-ion_steps Steps of gradient accumulation 16
Logging_steps Number of steps to print the log once 10
Save_steps Number of steps to save the model once 1000
Quantization_bit Model quantification int8

3.3 Mining of Access Control Attribute Statements

This paper transforms the attribute mining issue into a sequence labeling problem involving
subject attributes, object attributes, and action attributes. Primarily, the ID-CNN-CRF model is
utilized for the sequence labeling task.

3.3.1 Access Control Statement Attribute Mining Model: ID-CNN-CRF

The Word embedding layer uses the BERT [31] model to transform the words in an access
control statement into word vectors T = [T1, T2, ..., Tn]. The BERT model transfers a large number
of operations traditionally done in downstream specific NLP tasks to the pre-trained language
model, which further increases the generalization ability of the word vector model and adequately
characterizes character-level, word-level, and sentence-level relationships. The BERT model is based
on the bi-directional transformer technique for the training of the word vector model, which provides
a deeper layer and better parallelism, and has very excellent performance in BERT model is trained
based on bi-directional transformer technique for word vector modeling, which has deeper layers
and better parallelism, and has excellent performance in many NLP tasks. Following the embedding
process, the statements proceed to the IDCNN layer. This layer consists of one standard convolution
and a dilated convolution module, with the latter comprising three layers of dilated convolutions with
dilation rates of 1, 1, and 2. The standard convolutional neural network initially processes the features
to form the input for the dilated convolution. Subsequent dilated convolutions are then performed,
with the output of this module fed back into it repeatedly, creating a loop. Finally, the sequence is
passed through a fully connected layer to yield the input for the CRF layer.

The CRF layer then learns the dependency relations between attribute labels in different words and
outputs the most probable prediction tag sequence that adheres to the constraints of label transition.

The attribute mining model for access control statements is shown in Fig. 4.

3.3.2 DCNN

Traditional CNNs possess significant computational advantages; however, after convolution
processes, peripheral neurons can capture only a fraction of the input text’s information. To acquire
contextual information, it necessitates the addition of more convolutional layers, resulting in a deeper
network with an increasing number of parameters, which makes it prone to overfitting. Normally,
CNN filters operate on a continuous segment of the input matrix, continually sliding to perform
convolution, followed by pooling to integrate contextual information across multiple scales. However,
this method can lead to a loss in resolution. Given that incorporating pooling layers results in
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information loss and reduced accuracy, omitting them would decrease the receptive field, hindering the
ability to learn global features. A straightforward solution of removing pooling layers and enlarging
the convolution kernels increases computational demands significantly. At this juncture, the best
solution is to employ dilated convolutions. The differences between traditional convolutions and
dilated convolutions are depicted in Figs. 5 and 6.

Figure 4: Access control statement attributes mining model

Figure 5: Traditional convolution
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Figure 6: Dilated convolution

In dilated convolution, there are intervals between the elements of the convolution kernel, allowing
it to cover a longer sequence of the input without increasing the size of the kernel or the number of
parameters. As can be observed from Figs. 7 and 8, with a convolution kernel of size 3 and two layers
of convolution, the dilated convolution has a context size of 7, whereas the traditional convolution has
a context size of 5.

Figure 7: Traditional convolution over shorter input sequences

Figure 8: Dilated convolution spanning longer input sequences

3.3.3 ID-CNN

Stacking dilated convolution layers directly enables the capture of long-range contextual informa-
tion; for instance, with 9 layers of dilated convolutions, the context width can exceed 1000. However,
simply stacking multiple dilated convolution layers can easily lead to overfitting. To circumvent
this, one can construct a dilated module with a modest number of layers, which contains several
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dilated convolution layers. Data is then recurrently fed into the same module, meaning the output
of the module is repeatedly input back into it. This model is known as an ID-CNN. By reusing
the same module, the model can assimilate broader contextual information while maintaining good
generalization capabilities.

The model initially takes in a vector sequence of length L, denoted as ct, as its input and ultimately
yields a sequence of the same length, noted as lt. The i-th layer of dilated convolution with a dilation
factor of φ is denoted as K (i)

φ . The first layer of the model is a regular convolution layer with φ = 1,
which transforms the input data into a new representation pt. As shown in Eq. (1).

pt = K (0)

1 ct (1)

Subsequently, a dilated module is constructed using n dilated convolution layers to process the
input pt, integrating increasingly broader contextual information into the embedded representation
of each ct. Represented by R(), the ReLU activation function serves in the transformation process.
Starting from m(0)

t = pt, the stacked layers are recursively defined as shown in Eq. (2).

m(i)
t = R

(
K (i−1)

2n−1 m(i−1)

t

)
(2)

The final layer is represented as shown in Eq. (3).

m(n+1)

t = R
(
K (n)

1 m(n)

t

)
(3)

The dilated module is denoted by Q(). In order to integrate broader contextual information
without overfitting and without increasing the depth of Q, Q is applied iteratively s times. Starting
with q(1)

t = Q (pt), the data is processed as shown in Eq. (4).

q(a)

t = Q
(
q(a−1)

t

)
(4)

By subjecting this final representation to a simple affine transformation Wo, scores for each
moment t of the sequence ct belonging to different categories can be obtained in Eq. (5).

l(s)
t = Woq(s)

t (5)

3.3.4 OBIE Annotation Method

This article presents a design for an OBIE tagging method. The ‘O’ tag identifies attributes that are
unrelated to access control statements. ‘B’ marks the beginning of an attribute, ‘I’ indicates the middle,
and ‘E’ signifies the end of an attribute. The detailed tagging of subject attributes, object attributes,
and action attributes is demonstrated in Table 2.

Table 2: Attribute tagging

Serial number Tagging symbols Tag types

1 /O Irrelevant attributes
2 /B_subj Subject attribute starting position
3 /I_subj Subject attribute middle part
4 /E_subj Subject attribute end position
5 /B_act Action attribute starting position
6 /I_act Action attribute middle part

(Continued)
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Table 2 (continued)

Serial number Tagging symbols Tag types

7 /E_act Action attribute end position
8 /B_obj Object attribute starting position
9 /I_obj Object attribute middle part
10 /E_obj Object attribute end position

For the access control statement “Teachers and students can access their course information”
using the OBIE tagging method, it would be tagged as:

/B_sub: Teachers /I_sub: and /E_sub: students /O: can /B_act: access /B_obj: their /I_obj: course
/E_obj: information.

4 Experimental Evaluation
4.1 Dataset and Experimental Environment

The model presented in this article has been tested on a dataset listed in Table 3. There are four
types of datasets: iTrust, Cyberchair, IBM [32] and Collected. iTrust is a patient-centric application
dedicated to the maintenance of electronic health records. Cyberchair is a conference management
system. IBM is a course management system for universities and colleges. Collected is an assortment
of real-world policy documents that pertain to the authors’ field, outlining security access permissions
across various departments. This dataset is instrumental in evaluating the versatility and effectiveness
of the model in diverse data management contexts. We combined the datasets from the four different
domains into a total of 2283 sentences, of which 1724 were ACP sentences and 1114 were not
ACP sentences.

Table 3: Dataset description

Document Area Number of ACP sentences Number of Non-ACP sentences Total

iTrust Healthcare 902 619 1521
Cyberchair Conference 219 302 521
IBM Education 337 156 493
Collected Multiple 266 37 303
Total – 1724 1114 2838

The hardware and software environment for the experiments is as follows: Windows 11 64-bit,
powered by a 12th Generation Intel(R) Core(TM) i7-12700H processor at 2.70 GHz, equipped with a
GeForce GTX 3060 GPU, with 16 GB of memory. The software stack includes PyTorch version 1.12.1
and Python version 3.8.

4.2 Evaluation Criteria

To evaluate the results, we employ Precision, Recall, and F1 score metrics. Precision is the ratio
of accurately identified ACP sentences, while Recall is the ratio of ACP sentences that have been
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successfully retrieved. To compute these values, the classifier’s predictions are categorized into four
groups. True Positives (TP) are ACP sentences correctly predicted. True Negatives (TN) are non-ACP
sentences correctly identified as such. False Positives (FP) are non-ACP sentences incorrectly labeled
as ACP sentences. Lastly, False Negatives (FN) are ACP sentences that were not correctly identified
as such. Utilizing these categorizations, the corresponding formulas for calculating Precision, Recall,
and F1 score are as shown in Eqs. (6)–(8).

Precision = TP
TP + FP

(6)

Recall = TP
TP + FN

(7)

F1 = 2 × Precision × Recall
Precision + Recall

(8)

4.3 Experimental Setup

The hyperparameters of the experiment are set as follows. The input layer uses the BERT model
to transform the text into word vectors, the dimension of word embedding is 200, the number of
convolution kernels is set to 240 in the IDCNN model, the dilation width of the three-layer dilation
convolution of the expansion convolution module is 1, 1, 2, and the number of module loops is 4. The
activation function used in the fully connected layer is the ReLU function. The batch_size is set to 8
and the epoch is 12 during the training process.

4.4 Baseline Models

To compare the performance of access control attribute mining across different neural network
models, this study has selected three models as baseline comparators. The descriptions of the baseline
models are as follows:

1. Bi-LSTM: A standalone Bi-LSTM neural network model designed for processing sequential
data, such as text, speech, or time series data. The Bi-LSTM, an extension of the LSTM
(Long Short-Term Memory) network, enhances the model’s performance by integrating two
LSTM layers—one processes the sequence information in a forward direction, and the other
in a reverse direction. LSTMs introduce the concept of three gates (input gate, forget gate,
and output gate) to regulate the flow of information, addressing the issues of vanishing
or exploding gradients found in traditional RNNs. These gates control the preservation,
updating, and forgetting of information, enabling LSTMs to maintain stable learning and
memory capabilities over long sequences. Thus, the Bi-LSTM is capable of capturing both
forward and backward dependencies within sequential data, significantly improving the
model’s understanding of sequences;

2. ID-CNN: An independent ID-CNN neural network model primarily utilized in the domain
of Natural Language Processing (NLP). This model excels in tasks such as text categorization
and entity recognition, adeptly handling long-range dependencies. ID-CNN employs dilated
convolution to expand its receptive field and iteratively enhances its capabilities to capture
long-term dependencies without the need to increase the network’s depth or complexity;

3. Bi-LSTM-CRF: This model builds upon the Bi-LSTM neural network framework by incor-
porating a CRF (Conditional Random Field) layer. In labeling tasks, the label assigned to a
word depends on the labels of neighboring words within the context. The CRF layer optimizes
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globally, considering the joint probability distribution of the entire sequence of labels, which
provides superior performance compared to models that optimize locally with independent
label predictions.

4.5 Comparison and Analysis of Experimental Results

4.5.1 Comparison of Different Neural Network Models

All neural network models utilized the Word2Vec model to convert text into word vectors for
input. As shown in Table 4 and Fig. 9, the ID-CNN-CRF model proposed in this study achieved
precision and recall rates above 0.94, with the highest F1 score of 0.961 and the lowest loss value
of 0.117 in the access control attribute mining experiments. The overall results demonstrate that the
ID-CNN-CRF model’s F1 score is 4.6% higher than that of the Bi-LSTM model, 4.1% higher than
the ID-CNN model, and 0.7% higher than the Bi-LSTM-CRF model.

Table 4: Performance comparison in access control attribute mining

Model Dataset Precision Recall F1

Bi-LSTM
iTrust, Cyberchair,

0.911 0.919 0.915
IBM, Collected

ID-CNN
iTrust, Cyberchair,

0.918 0.923 0.920
IBM, Collected

Bi-LSTM-CRF
iTrust, Cyberchair,

0.956 0.949 0.952
IBM, Collected

ID-CNN-CRF (Our)
iTrust, Cyberchair,

0.962 0.961 0.961
IBM, Collected

Figure 9: Changes in loss values across epochs for different models
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The ID-CNN-CRF model presented in this paper shows superior local feature extraction ability
from text when compared with the Bi-LSTM model due to its use of convolutional neural networks,
along with a certain degree of fault tolerance to noisy data, thus resisting interference from such noise.
Compared to the ID-CNN model, the addition of the CRF layer allows modeling of dependencies

The variations in F1 scores for both the ID-CNN-CRF model and the Bi-LSTM-CRF model
across epochs are illustrated in Fig. 10. Although the differences in precision, recall, and F1 score
between the ID-CNN-CRF model and the Bi-LSTM-CRF model in the context of mining access
control attributes are minimal, the ID-CNN-CRF model outperforms the Bi-LSTM-CRF model in
terms of speed by a factor of 1.48, operating faster under the same dataset and identical parameters,
as shown in Table 5.

Figure 10: Variation of F1 scores across epochs for the two models

Table 5: Speed comparison under the same model parameters

Model Embddding_dim batch_size epoch speed

Bi-LSTM-CRF 200 8 12 1×
ID-CNN-CRF 200 8 12 1.48×

Due to the sequential nature of the Bi-LSTM-CRF model, the bidirectional processing of Bi-
LSTM and the global optimization performed by the CRF layer result in high computational costs
during training and inference. The complexity of the model prevents parallelization and does not
leverage the full potential of GPU performance. In contrast, the ID-CNN-CRF model boasts a
relatively simpler structure compared to the Bi-LSTM-CRF model. It is easier to implement and
debug, and it can fully utilize GPU capabilities, thereby enhancing the model’s execution speed.

4.5.2 Comparison with Other Literature Methods

A comparison of this paper’s method with existing access control statement identification methods
in terms of precision, recall and F1 score is shown in Table 6. The combined effect of the proposed
model is the best compared with the existing methods, and the F1 value can reach 0.961, which is 4.6%
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higher than the current state-of-the-art method. This is because the access control statements in natural
language documents are first filtered using the ChatGLM model, which helps the subsequent labeling
of access control attributes by the ID-CNN-CRF model. Moreover, the ID-CNN-CRF model expands
the sensory field by inflating the convolution, which allows the model to receive wider contextual
information, and enhances the model’s ability to capture long-term dependencies by iterating this
structure without increasing the depth or complexity of the network.

Table 6: Comparison results with other literature methods

Method Dataset Precision Recall F1

Document [19]
iTrust, Cyberchair,

0.863 0.874 0.869
IBM, Collected

Document [23]
iTrust, Cyberchair,

0.873 0.842 0.857
IBM, Collected

Document [24]
iTrust, Cyberchair,

0.919 0.849 0.883
IBM, Collected

Document [25]
iTrust, Cyberchair,

0.923 0.907 0.915
IBM, Collected

Our method
iTrust, Cyberchair,

0.962 0.961 0.961
IBM, Collected

4.5.3 Ablation

In order to analyze and compare the contribution of each component in the model and further
understand the role of each component in access control policy generation, we experimented with
the entire access control policy generation framework model ChatGLM+ID-CNN-CRF with two
changes on the dataset:

1. ChatGLM: Using the ChatGLM model alone, the access control attribute mining step is
skipped and the access control attributes in natural language documents are extracted directly
using the ChatGLM model;

2. ID-CNN-CRF: Using the ID-CNN-CRF model alone, the access control statement identi-
fication step is skipped and the access control attributes in natural language documents are
labeled directly using the ID-CNN-CRF model.

The results of the comparison between the two modifications of the access control policy
generation framework and the approach of this paper are shown in Table 7.

Table 7: Comparison of result of ablation experiments

Method Dataset Precision Recall F1

ChatGLM
iTrust, Cyberchair,

0.763 0.721 0.741
IBM, Collected

(Continued)
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Table 7 (continued)

Method Dataset Precision Recall F1

ID-CNN-CRF
iTrust, Cyberchair,

0.823 0.839 0.831
IBM, Collected

ChatGLM+ID-CNN-CRF
iTrust, Cyberchair,

0.962 0.961 0.961
IBM, Collected

From the results in Table 7, we can draw the following conclusions: 1) Using the ChatGLM
model alone, the performance of directly extracting access control attributes from natural language
documents is poor, because there is no OBIE attribute labeling method in the ID-CNN-CRF model to
accurately label subject attributes, object attributes, and action attributes. It highlights the importance
of ID-CNN-CRF model for access control attribute labeling. 2) Skipping the access control statement
identification step, without the screening of access control statements by ChatGLM model, the direct
use of ID-CNN-CRF model for labeling attributes from complex natural language documents is
not accurate. These observations suggest that the complementary and synergistic effects of various
modules are crucial for the accuracy of access control policy generation. By utilizing a combination
of access control statement identification and access control attribute mining, excellent performance
can be achieved on the dataset

4.5.4 The Impact of Different Annotation Methods on Performance

In addition to the OBIE annotation method used in Section 3.3.4, this paper also uses the OB
annotation method for comparative experiments. In the OB annotation method, “O” is used to label
irrelevant attributes, while “B” is used to label relevant attributes. The detailed labeling of subject
attributes, object attributes, and action attributes is shown in Table 8.

Table 8: OB annotation method

Serial number Tagging symbols Tag types

1 /O Irrelevant attributes
2 /B_sub Subject attribute
3 /B_act Action attribute
4 /B_obj Object attribute

The impact of using different annotation methods on mining access control attributes is shown in
Table 9. Under the conditions of using the same dataset and the same model ID-CNN-CRF, the OBIE
annotation method adopted in this paper demonstrates superior performance across all metrics.
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Table 9: Comparison of different annotation methods

Annotation method Precision Recall F1

OB 0.892 0.906 0.899
OBIE 0.962 0.961 0.961

4.6 Discussion

In our research, during the extraction of access control statements, we conducted an experiment
by changing the ChatGLM model parameter quantization_bit mentioned in Section 3.2.3 to int4.
Compared to the int8 used in this paper, the int4 model is more lightweight and reduces the cost
of deploying the model. However, the effectiveness of extracting access control statements was not
as accurate as with int8. Therefore, we ultimately used the int8 parameter setting. Furthermore, the
method proposed in this paper has potential scalability for handling large datasets. The ChatGLM
model possesses robust computational power, and by adjusting parameters such as the length of the
soft prompt, it can be sufficiently trained to handle more data and extract access control statements.
The ID-CNN-CRF model can increase the dilation rate of dilated convolutions and the number of
iterations, enabling better integration of context in large datasets, adding attention mechanisms to
select key information, and annotating access control attributes. We plan to validate our ideas in our
future work.

Despite the promising results shown by the proposed method, there are still some challenges to be
addressed. The method needs further improvement in the security and quality of policy generation. We
hope to draw inspiration from current emerging machine learning and artificial intelligence algorithms.
In our future work, we plan to add a new module for security and quality detection of access control
policies after their generation, to enhance organizational privacy security and the quality of access
control policies.

5 Conclusions

This paper proposes a method based on deep learning to automatically generate attribute-based
access control (ABAC) policies from natural language documents. We decompose the problem of
generating access control policies into two tasks: extracting access control statements and mining
attributes from those statements. We utilize the ChatGLM pre-trained model to extract access control
statements from natural language documents. Subsequently, the ID-CNN-CRF model is employed
to annotate subject attributes, object attributes, and action attributes in the extracted access control
statements, thereby efficiently generating effective access control policies. The experimental results
validate the efficacy of the proposed method, and we also explore the impact of different attribute
annotation methodologies on model performance. The next step in the work will try to improve the
security of access control policy generation and the quality of the generated access control policies,
as well as to achieve faster and more efficient access control decisions in large systems and high
concurrency scenarios.
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