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ABSTRACT

Single Image Super-Resolution (SISR) technology aims to reconstruct a clear, high-resolution image with more
information from an input low-resolution image that is blurry and contains less information. This technology has
significant research value and is widely used in fields such as medical imaging, satellite image processing, and
security surveillance. Despite significant progress in existing research, challenges remain in reconstructing clear
and complex texture details, with issues such as edge blurring and artifacts still present. The visual perception
effect still needs further enhancement. Therefore, this study proposes a Pyramid Separable Channel Attention
Network (PSCAN) for the SISR task. This method designs a convolutional backbone network composed of Pyramid
Separable Channel Attention blocks to effectively extract and fuse multi-scale features. This expands the model’s
receptive field, reduces resolution loss, and enhances the model’s ability to reconstruct texture details. Additionally,
an innovative artifact loss function is designed to better distinguish between artifacts and real edge details, reducing
artifacts in the reconstructed images. We conducted comprehensive ablation and comparative experiments on
the Arabidopsis root image dataset and several public datasets. The experimental results show that the proposed
PSCAN method achieves the best-known performance in both subjective visual effects and objective evaluation
metrics, with improvements of 0.84 in Peak Signal-to-Noise Ratio (PSNR) and 0.017 in Structural Similarity Index
(SSIM). This demonstrates that the method can effectively preserve high-frequency texture details, reduce artifacts,
and have good generalization performance.
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1 Introduction

Single Image Super-Resolution (SISR) aims to reconstruct high-resolution images from low-
resolution inputs [1,2]. This technology is widely used in fields such as medical imaging [3], satellite
image processing [4], surveillance systems, and entertainment. Despite the significant progress made
by deep learning-based methods in recent years, reconstructed images often exhibit various artifacts,
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such as blurriness, ringing effects, and ghosting. These artifacts severely affect the visual quality and
practical value of the images.

Existing SISR research generally relies on fundamental digital image processing techniques
for reconstruction. Common methods mainly include interpolation-based methods [5], degradation
model-based methods [6,7], and learning-based methods [8]. Interpolation-based methods are straight-
forward to implement [9], but they often result in output images with ringing artifacts and blurred
edges. Degradation model-based methods extract key information from low-resolution (LR) images
[10] and constrains the generation of super-resolution (SR) images using prior knowledge of the
unknown high-resolution (HR) images. However, the degradation process in real-world images is
complex and noisy, making practical application challenging. Learning-based methods [I 1] use large
amounts of training data to learn the mapping relationship between LR and HR images, thereby
predicting the corresponding SR images. These methods do not require extensive prior knowledge
and, with recent advances in hardware performance, deep learning-based super-resolution techniques
[12-15] have achieved better reconstruction quality. Although many studies, such as Very Deep
network for Super-Resolution (VDSR) [16] and Super-Resolution Generative Adversarial Network
(SRGAN) [17], have improved image quality by introducing deeper network structures, adversarial
loss, and perceptual loss, these methods still have limitations. For instance, deep networks can suffer
from gradient vanishing issues during training, and while adversarial loss can help reduce certain
artifacts, it may also introduce new ones.

This paper proposes a Pyramid Separable Channel Attention Network (PSCAN) based on convo-
lutional neural networks for single image super-resolution. The main innovations and contributions
of this study are as follows:

e Design of the Pyramid Separable Convolutional Channel Attention Block (PSCAB): This module
effectively extracts image features, where convolutional kernels of different sizes in the pyramid
separable convolution allow the model to obtain multi-scale receptive fields, thereby enhancing
the model’s ability to restore high-frequency details.

e Optimization of the Loss Function: An artifact loss factor is introduced based on the L1 loss
function to distinguish high-frequency artifacts from details, reduce artifacts in the recon-
structed images, and improve their overall visual quality.

e Extensive Experimental Validation: Comprehensive experiments were conducted on the model
plant Arabidopsis root image dataset and multiple standard public datasets for SISR tasks.
Notably, on the challenging “Root” dataset, the super-resolution images generated by PSCAN
achieved state-of-the-art results in both visual quality and objective evaluation metrics (PSNR
and SSIM). The results demonstrate that the proposed PSCAN model can effectively reduce
artifacts in super-resolution images, enhance the visual quality and detail retention of recon-
structed images, and exhibit good generalization ability.

The remainder of this paper is organized as follows: Section 2 reviews related work, Section 3
provides a detailed description of the proposed method, Section 4 introduces the experimental setup,
Section 5 presents the experimental results, and Section 6 discusses the findings and concludes the

paper.

2 Related Works

In the field of Single Image Super-Resolution, numerous studies aim to improve image quality
and reduce artifacts. This section reviews deep learning-based SISR methods in four parts.
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2.1 CNN-Based Methods

The advent of deep learning has revolutionized the SISR domain. Dong et al. proposed the Super-
Resolution Convolutional Neural Network (SRCNN) [18], which significantly improved performance
by learning an end-to-end mapping from low-resolution to high-resolution images. The VDSR model
enhanced the learning capability by deepening the network, but it performed poorly in retaining high-
frequency details, often producing blurred images. To overcome the limitations of early deep learning
models, researchers have explored multi-scale feature extraction techniques. For instance, the Residual
Dense Network (RDN) [19] and the Dual Regression Network (DRN) [20] integrate hierarchical
features at different scales to enhance texture and detail reconstruction. These models demonstrate
that leveraging multi-scale information can effectively improve the clarity and sharpness of super-
resolved images.

2.2 Attention Mechanism-Based Methods

Attention mechanisms have achieved significant success in recent deep learning research. The
Residual Channel Attention Network (RCAN) [21] leverages channel attention mechanisms to
enhance feature representation through Residual Channel Attention Blocks. The Hierarchical Atten-
tion Network (HAN) [22] introduces layer attention modules and channel-spatial attention modules to
jointly learn feature information across layers, channels, and positions, improving the model’s feature
extraction capabilities. The Second-Order Attention Network (SAN) [23] incorporates second-order
attention mechanisms, further enhancing feature extraction, particularly in handling complex textures
and details. Incorporating attention mechanisms into SISR tasks effectively captures both global and
local information, improving reconstruction performance.

2.3 GAN-Based Methods

Generative Adversarial Networks (GANs) [24], introduced by Goodfellow et al., have brought
significant advancements in image generation and super-resolution. SRGAN [17], a pioneering work
applying adversarial learning to SISR, facilitated the generation of perceptually sharper and more
visually appealing images. SRGAN and its enhanced version, Enhanced Super-Resolution Generative
Adversarial Networks (ESRGAN) [25], demonstrate that combining adversarial loss and perceptual
loss can significantly reduce artifacts like ringing and enhance high-frequency details. Unfolding
Super-Resolution Generative Adversarial Network (USRGAN) [26] improves model performance by
embedding degradation constraints and prior knowledge, while SPSR [27] uses image gradient maps
to guide super-resolution reconstruction, alleviating structural distortions in SR images. Content-
aware Local GAN (CALGAN) [28] aims to achieve photorealistic super-resolution at the level of
photographs. However, due to the aggressive nature of adversarial training, these methods sometimes
introduce unnatural textures and other types of artifacts. Additionally, adversarial training can be
unstable, requiring fine-tuning of hyperparameters and longer training times.

2.4 Transformer-Based Methods

Transformers have achieved significant success in natural language processing and have been intro-
duced to SISR tasks to improve the quality of reconstructed images. Image Processing Transformer
(IPT) [29] is a large-scale pre-trained Transformer model suitable for multiple image processing tasks,
including SISR. Pre-trained on large-scale data, IPT demonstrates strong transfer learning capabilities
and superior performance. Swin transformer for Image Restoration (SwinIR) [30], based on the Swin
Transformer structure, performs well in various image restoration tasks, especially in SISR, achieving
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significant performance improvements through efficient sliding window mechanisms and hierarchical
feature extraction. However, Transformers typically require large amounts of data and computational
resources for pre-training and fine-tuning, posing challenges in terms of computational cost and data
requirements in practical applications.

Building on these advancements, our approach aims to enhance feature extraction capabilities,
improve the visual quality of super-resolved images, and effectively reduce unwanted artifacts. The
following sections will provide a detailed introduction to the PSCAN method and validate its
effectiveness through extensive experiments.

3 Method
3.1 Overall Structure of PSCAN

The input to the PSCAN network is the LR image, which undergoes feature extraction and
upsampling to generate a high-resolution SR image. The overall structure of the PSCAN model is
illustrated in Fig. 1. The PSCAN primarily consists of convolutional layers, stacked residual groups,
skip connections, and upsampling modules. Each residual group comprises stacked Pyramid Separable
Channel Attention Blocks (PSCABs), convolutional layers, and skip connections.
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Figure 1: Overview of the PSCAN

3.2 Pyramid Separable Channel Attention Block

The detailed structure of PSCAB is illustrated in Fig. 2. The input feature maps from the upper
layer sequentially pass through the pyramid separable convolution units (PSCU) and channel attention
modules [21]. The output feature maps then undergo element-wise addition with the input from the
upper layer through skip connections. The resulting feature maps serve as the output of PSCAB.

The channel attention mechanism assigns different weights to each channel of the feature
map. However, conventional convolution operations do not treat channels as independent entities
for computation; instead, they compute convolution simultaneously across all channels with the
convolutional kernel. This misalignment with the fundamental principle of treating each channel
independently in the channel attention mechanism may hinder its optimal effectiveness. To address
this inconsistency, we attempted to introduce separable convolution, which independently processes
individual channels. In addition, to enable the model to obtain different scales of receptive fields, we
designed convolutional kernels of sizes 3 x 3,5 x 5,and 7 x 7, respectively, ultimately forming pyramid
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separable convolution units, as illustrated in Fig. 2. The pyramid separable channel attention block
enlarges the model’s receptive field, effectively extractlng and integrating multi-scale image features,
thereby enhancing the reconstruction capability of high-frequency details.
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Figure 2: The structure of the PSCAB and PSCU
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3.3 Artifact Loss Function

In image super-resolution tasks, artifacts commonly appear as edge ringing, halo effects, blocking
artifacts, texture distortion, and noise artifacts. These artifacts significantly degrade the visual quality
of the images. Additionally, artifacts can distort high-frequency details in super-resolved images,
leading to the loss of critical information. They severely impact the overall quality of the images,
undermining their natural appearance and the authenticity of fine details. Therefore, reducing or
eliminating artifacts is crucial for enhancing image quality, particularly in super-resolution tasks. To
minimize the generation of artifacts in reconstructed images, this paper proposes an artifact loss factor
constructed based on the local residuals between the SR image and the HR image, aiming to discern
artifacts from genuine details and enhance the reconstruction quality of the SR images. The artifact
loss factor, along with the commonly used L1 loss in SISR tasks, constitutes the artifact loss function,
as depicted in Eq. (1). The L1 loss is employed to measure the pixel-wise similarity between the SR
image and the HR image, while the artifact loss factor aims to differentiate high-frequency details
from artifacts.

LOSS = ”HPSCAN (ILR) - IHR ”1 + Mlossartifact (1)

where 7% represents the high-resolution image, and Hpgeuy (ILR) denotes the generated super-
resolution image by the PSCAN, u is a hyperparameter.

loss,ine: 18 defined as the Kullback-Leibler (KL) divergence between the distributions of the
residual image, obtained by subtracting the SR image from the HR image, and the edge information
image extracted by applying a Gaussian high-pass filter to the HR image, as detailed in Eq. (2). The
former, the residual image, contains mixed high-frequency artifacts and edge information, while the
latter contains edge information from the HR image. We believe that the local dispersion of pixel areas
in edge details differs from that in artifact regions. Therefore, to remove artifacts as much as possible
while retaining edge details, it’s essential to minimize the distance between the residual image and the
HR edge image, making the distributions of these two images as similar as possible. Ultimately, the
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Kullback-Leibler (KL) divergence is chosen to measure the closeness between these distributions. A
smaller KL divergence indicates a higher similarity between the two distributions.

lossartifact = KL ((IHR - HPS(‘AN (ILR)) ||GHPF (IHR)) (2)

The transfer function of the Gaussian high-pass filter is:

_ D))

GHPF (I'") =1—¢ > 3)

D, is the distance from the frequency rectangular center to the cutoff frequency. It works better
when set to 30. The Gaussian high-pass filter enhances details and edge information, effectively
emphasizing small objects and fine lines.

Kullback-Leibler (KL) divergence is defined as:

P.
ﬂﬂ@=2&@j )

4 Experiment Setting
4.1 Experimental Environment

Our experiments are conducted on the graphics processing units (GPUs) of NVIDA GeForce RTX
3060Ti with 8 GB graphics memory size, 14 GHz memory clock, bit width is 256 bits. In addition,
the processor model of the computer is i7-12700K, the memory size is 32 GB, and the operating
system is Window 10. The model implementation is based on TensorFlow 2.0 framework, Integrated
Development environment (IDE) is PyCharm. The main toolkits used are numpy, random, glob,
imageio, math, time, os, etc. The main programming language used is Python 3.7.

4.2 Hyperparameters

In the model training process, a batch size of 4 was used with the Adam optimizer, initialized
with a learning rate of 0.0002. The hyperparameter u in the loss function was set to 0.1. To ensure the
reliability of model evaluation, 5-fold cross-validation technique was employed in the experiments.

4.3 Evaluation Metrics

Image super-resolution performance can be evaluated from both subjective visual effects and
objective metrics. Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) are two
fundamental metrics used to measure the quality of reconstructed images in super-resolution tasks.

PSNR is the ratio of the maximum power of a signal to the power of noise in an image, used to
measure the quality of a reconstructed image that has been compressed, typically expressed in decibels
(dB). Generally, a higher PSNR value indicates better image quality. The equation is as follows:

max I? max I
PSNR =10 x / =20x1 —_— 5
X Oglo( MSE ) X 10g10 (\/W) ®)

Here, max I is the maximum possible pixel value of the image. MSE is the Mean Squared Error
between the original image and the reconstructed image.
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The SSIM ranges from 0 to 1. A higher SSIM value indicates less image distortion and better
image quality, as represented by Eq. (6).

(ZM\/’L) + Cl) (20—)@' + CZ)

SSIM (x. ) =
(x.) W+ +C) o+ +C)

(6)

Here, x and y are the two images being compared. 1, and p, represent the mean values of pixels
in images x and y, respectively. o7 and o denote the variances of pixels in images x and y, respectively.
o,, denotes the covariance of pixels between images x and y. C, and C, are constants to stabilize
the computation and prevent division by zero. C, = (k,L)* and C, = (k,L)’ where L represents the
maximum pixel value range (e.g., 255), and k, and k, are constants.

4.4 Datasets

Similar to other seminal studies, we conducted extensive comparative experiments on the standard
publicly available DIV2K dataset to validate the overall performance of the proposed PSCAN model.
We use 800 training images from DIV2K dataset [21] as training set. We conducted testing using 100
test images from the DIV2K dataset and four standard benchmark datasets, namely Set5 [31], Set14
[32], Urban100 [33], and Mangal09 [34].

The DIV2K (Diverse 2K) dataset is a high-quality image super-resolution dataset widely uti-
lized for training and evaluating image super-resolution algorithms. It encompasses various scenes,
including natural landscapes, urban environments, and indoor settings. The images are rich in content,
diverse in detail, and finely detailed, providing an excellent foundation for super-resolution tasks in
both training and testing. These images have a resolution of 2K, and corresponding low-resolution
images are obtained using Bicubic downsampling by a factor of four.

Additionally, we utilized a self-constructed “Root” dataset to more intuitively demonstrate the
model’s unique advantages in high-frequency detail restoration and artifact removal. Root images
contain numerous fine roots and branching structures, characterized by rich details and complex
textures. Due to these characteristics, they are prone to generating artifacts during the super-resolution
process [35-37]. Therefore, they serve as an ideal dataset for evaluating the SISR model’s capability to
recover high-frequency details.

“Root”: This dataset comprises 2500 images of Arabidopsis thaliana root systems, each sized at

256 x 256 pixels. Low-resolution images were derived using Bicubic downsampling by a factor of four,
and the dataset was split into training and test sets at a ratio of 4:1.

5 Results
5.1 Overall Experimental Results

Similar to other seminal studies, we conducted extensive experiments on publicly available SISR
task datasets to intuitively demonstrate the overall performance of the proposed method. In Fig. 3 and
Table 1, we present the subjective visual comparison of the super-resolved images and the quantitative
results in terms of PSNR and SSIM metrics, respectively.
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LR image SRGAN ESRGAN USRGAN SPSR CALGAN PSCAN (ours) HR image

Figure 3: Visualization results of various SISR methods on the DIV2K test set. There are four groups
of samples arranged from top to bottom, labeled “Shoes,” “Building,” “Lion,” and “Person.” Red
boxes highlight and magnify local details in the super-resolution images

Table 1: PSNR and SSIM of various SISR models
Methods DIV2K Set5 Setl4 Urban100 Mangal09
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

ANTIALIAS 24296 0.619 26318 0.623 23413 0.541 20.669 0.462 19.643 0.479
NEAREST  22.621 0.532 23.934 0.544 22.037 0.484 19.669 0.414 18.445 0.441
BILINEAR 23436 0.561 25.174 0.581 22.684 0.492 20.074 0.409 18.954 0.437
BICUBIC 24.043 0.604 25969 0.615 23212 0.534 20497 0.450 19.438 0.477
SRCNN 24134 0590 26.062 0.616 23.548 0.547 20.285 0.443 19.719 0.542
SRGAN 22957 0.555 25.731 0.598 22.638 0.518 20.954 0.438 18.288 0.488
ESRGAN 28.175 0.776 30.438 0.852 24.378 0.653 24.365 0.735 22.425 0.610
USRGAN 25.667 0.636 28.524 0.716 24.850 0.625 21.765 0.559 20.921 0.576
SPSR 30.397 0.772 30.397 0.844 24.457 0.6783 24.804 0.742 21.561 0.609
CALGAN 28.863 0.790 31.177 0.863 25.998 0.6778 25.290 0.763 23.182 0.625
PSCAN (ours) 28.544 0.776 30.784 0.743 24.678 0.668 24.377 0.773 23201 0.617

From Fig. 3, it is evident that our proposed PSCAN demonstrates state-of-the-art performance
in detail restoration and artifact removal. For instance, in the local region of the “Shoes” sample, the
SR images produced by SRGAN, ESRGAN, and USRGAN fail to recover the clear white letters.
In contrast, PSCAN, CALGAN, and SPSR show relatively better results, with PSCAN successfully
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recovering clear white letters. The effectiveness of PSCAN in artifact removal is more noticeable in the
“Building” sample: the SR images produced by the first three methods exhibit visible artifacts at the
edges of the magnified fence, while the last three methods, including PSCAN, produce visually clearer
edges, aligning with the quantitative PSNR and SSIM results shown in Table 1.

In Table 1, the best performance is highlighted in bold, and the second-best performance is
underlined. Our proposed PSCAN achieves top-two performance in terms of PSNR and SSIM on
five test sets and has a unique advantage in reducing artifacts near high-frequency details in super-
resolution images. The performance variation of PSCAN across different test sets may be attributed
to the diverse types of images in these datasets. Mangal09 and Urban100, for example, are datasets of
manga and urban scenes, respectively, which contain more high-frequency details compared to other
datasets. This results in PSCAN’s advantages being more pronounced in these two test sets.

5.2 More Challenging Root Image Super-Resolution

To further validate the advantages of the proposed PSCAN in high-frequency detail enhancement
and artifact removal, we conducted comparative experiments on the “Root” dataset. Plant root
images contain crucial information, and accurately obtaining their morphological parameters, such
as root branch number and surface area, aids researchers in better identifying root traits, discerning
plant growth and development, and studying the relationship between phenotypes and crop yield.
Consequently, research on root image super-resolution is also of significant value. More importantly,
due to the complex and intricate branching structure of roots, which manifests as rich edge texture
details in images, this task presents a more challenging super-resolution problem, making it suitable for
evaluating the performance of the proposed PSCAN method. This section compares the performance
of PSCAN with classic super-resolution methods, including SRCNN, SRGAN, RCAN, USRGAN,
SAN, CALGAN, and 3 traditional interpolation methods, from both visual effects and quantitative
evaluation perspectives. Fig. 4 presents the SR image visualizations and the PSNR and SSIM com-
parison results on the “Root” dataset.

From Fig. 4, it can be observed that the SR images produced by interpolation methods are
visually more blurred and lack high-frequency details, especially at the edges of the root structures.
The nearest-neighbor interpolation method, in particular, exhibits severe checkerboard artifacts. SR
images generated by deep learning-based methods, such as SRCNN, SRGAN, and USRGAN, show
relatively better visual quality, with improved clarity at the edges of thicker primary roots compared
to interpolation methods. However, these methods still suffer from significant artifact issues. The top
three methods in terms of visual clarity are RCAN, CALGAN, and the proposed PSCAN. SR images
based on RCAN are clear at the edges of thicker primary roots, but fail to recover finer side roots.
CALGAN:-based SR images recover the details of finer side roots but still exhibit artifacts. In contrast,
PSCAN-based SR images perform best in recovering fine side roots, effectively replicating the complex
side root structures seen in the HR images. In summary, the proposed PSCAN method achieves the
best visual results, excelling in restoring fine texture details in the images.
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CALGAN PSCAN (ours) HR image

Figure 4: Results of 10 super-resolution methods on the “Root” dataset. There are four rows in total,
with every two rows representing one set of results, thus showing two sample sets. Red boxes highlight
and magnify local details in the super-resolution images

Table 2 presents the quantitative results of PSNR and SSIM for these 11 methods. Evidently,
the proposed PSCAN method achieves state-of-the-art performance, outperforming the second-best
RCAN by 0.84 in PSNR and 0.017 in SSIM.

Table 2: Results of several methods on “Root”
Methods Bicubic SRCNN SRGAN USRGAN SAN RCAN CALGAN PSCAN

PSNR 20.64 21.33 19.85 20.71 21.84 2215 21.01 22.99
SSIM 0.6987  0.7102 0.7223 0.7115 0.7232  0.7354  0.7202 0.7525

5.3 Ablation Study

We conducted ablative experiments to demonstrate the efficacy of Pyramid Separable Channel
Attention Blocks (PSCAB) and artifact loss in super-resolution tasks.

As shown in Fig. 5, compared to conventional convolutional structures, models utilizing PSCAB
exhibit larger and more comprehensive high-response regions in feature heatmaps. This observation
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underscores the positive impact of the pyramid separable convolutional structure in enlarging the
model’s receptive field.

PS 1 PS 2 PS 3 ' PS 4 PS S

Figure 5: Ablation experiment results of Pyramid Separable Convolution Units. The figure is divided
into two groups of subplots, each containing 5 samples. The upper group displays feature heatmaps
using Pyramid Separable Channel Attention Blocks, while the lower group shows feature heatmaps
using conventional convolutional channel attention blocks

Fig. 6 compares the results of the ablation study of the artifact loss factor and explains the
mechanism of the artifact loss. It can be observed that the Gaussian high-pass filter extracts the edge
texture details of the HR image.

IHR

Hpscan (I'*)
with fﬂSSamfacr

- Hpscan(l m)
Hpscan (I'*) without {0SSartifact

IHR GHPF(IHR)

Figure 6: Visualization of the artifact loss ablation study results. From left to right: the original HR
image, the edge information feature map of the HR image after Gaussian high-pass filtering, the
residual feature map obtained by pixel-wise subtraction of the super-resolution image from the HR
image, and the SR image before and after the ablation of the artifact loss factor. Color boxes highlight
areas where differences are easily observed
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The residual feature map contains both the high-frequency artifacts and edges of the root image,
demonstrating the objective existence of artifacts in the SR image. The PSCAN model, by introducing
the artifact loss factor, reduces the distribution difference between the residual information feature
map and the edge detail feature map of the real image. As a result, the SR root image exhibits clear edge
texture details, demonstrating the effectiveness of artifact loss in removing artifacts and preserving
edge texture details in SISR task.

After 285 epochs, we report the PSNR and SSIM results on the root dataset, as detailed in Table 3.
The pyramid separable convolution brings a 0.3 improvement in PSNR and a 0.011 improvement
in SSIM to the model. The artifact loss factor brings a 0.64 improvement in PSNR and a 0.0168
improvement in SSIM to the model. From the results, it can be observed that the artifact loss
contributes slightly more to the model’s performance.

Table 3: Ablation study on root dataset

Basic Model With PSCU  With loss,i.e  PSNR  SSIM

v 22.15  0.7354
v v 2235 0.7357
v v 22.69  0.7415
v v v 2299 0.7525

6 Discussion and Conclusion

Existing SISR methods face challenges in reconstructing complex high-frequency details and
effectively handling artifacts. To address these issues, this paper proposes the Pyramid Separable
Channel Attention Network (PSCAN). Specifically, pyramid separable convolution units enable the
model to fuse multi-scale features, and an artifact loss function is employed to remove artifacts and
enhance high-frequency details in super-resolved images.

We conducted extensive training and testing on the Arabidopsis root image dataset and multiple
public datasets. Results show that PSCAN achieves the best performance on challenging root image
super-resolution tasks, with clear edges and state-of-the-art PSNR and SSIM scores, outperforming
the second-best method by 0.84 and 0.017, respectively. It also excels in artifact removal on public
datasets, demonstrating strong generalization capabilities.

Experimental results demonstrate that the proposed PSCAN method excels in preserving high-
frequency edge details and eliminating artifacts in single-image super-resolution tasks. This makes
it particularly valuable for challenging applications, such as plant root images and industrial crack
images, underscoring its significant research and practical potential. This study still has some limita-
tions, such as not achieving consistent high performance across different types of datasets. Addressing
these challenges will be a key focus of our future research efforts.
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