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ABSTRACT

This research focuses on improving the Harris’ Hawks Optimization algorithm (HHO) by tackling several of
its shortcomings, including insufficient population diversity, an imbalance in exploration vs. exploitation, and
a lack of thorough exploitation depth. To tackle these shortcomings, it proposes enhancements from three
distinct perspectives: an initialization technique for populations grounded in opposition-based learning, a strategy
for updating escape energy factors to improve the equilibrium between exploitation and exploration, and a
comprehensive exploitation approach that utilizes variable neighborhood search along with mutation operators.
The effectiveness of the Improved Harris Hawks Optimization algorithm (IHHO) is assessed by comparing it
to five leading algorithms across 23 benchmark test functions. Experimental findings indicate that the IHHO
surpasses several contemporary algorithms its problem-solving capabilities. Additionally, this paper introduces a
feature selection method leveraging the IHHO algorithm (IHHO-ES) to address challenges such as low efficiency in
feature selection and high computational costs (time to find the optimal feature combination and model response
time) associated with high-dimensional datasets. Comparative analyses between IHHO-FS and six other advanced
feature selection methods are conducted across eight datasets. The results demonstrate that IHHO-FS significantly
reduces the computational costs associated with classification models by lowering data dimensionality, while also
enhancing the efficiency of feature selection. Furthermore, IHHO-FS shows strong competitiveness relative to
numerous algorithms.
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1 Introduction

Recent years have witnessed significant advancements in the fields of machine learning and data
mining, leading to the creation of numerous feature-rich data sets [1]. Additionally, the scale of global
data has shown a trend of rapid growth. Numerous redundant, pointless, and noisy features can
be found in these raw data sets [2]. These erroneous characteristics will lengthen the algorithm’s
execution time [3], lower its classification accuracy [4], and cause overfitting [5]. In the age of big
data, determining the ideal feature combination has grown in importance as a research area [6].

Copyright © 2024 The Authors. Published by Tech Science Press.
@ @ This work is licensed under a Creative Commons Attribution 4.0 International License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


https://www.techscience.com/journal/CMC
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2024.053892
https://www.techscience.com/doi/10.32604/cmc.2024.053892
mailto:liyingmei@hrbnu.edu.cn
mailto:zhanjianjun21@alumni.nudt.edu.cn

1252 CMC, 2024, vol.81, no.1

The issues can be successfully resolved by feature selection as a machine learning data prepro-
cessing technique [7]. By removing unnecessary features and condensing the amount of input, feature
selection increases classification accuracy and speeds up the execution of machine learning algorithms
[8]. Feature selection can be categorized into three types—embedded, wrapped, and filtered—based
on its integration with the learner [9]. Lower classification accuracy results from the filtering method’s
lack of consideration for the complementarity and mutual exclusion of features, albeit having less
computing overhead [10]. The wrapper method examines each feature subset after using a classifier
to train the chosen feature subset. Essentially a specific wrapper method, the embedded method
mixes the learning algorithm model’s training phase with the selection process. Nevertheless, it can
be challenging to conduct an enumeration search on the feature subset using the wrapper method
when the data has a large number of features. Therefore, how to perform effective feature selection has
become a research hotspot. In recent times, numerous researchers have employed swarm intelligence
optimization algorithms as a search mechanism for wrapped feature selection [11], including HHO
[12], Ant Colony Optimization [13] (ACO), Sparrow Search Algorithm [14] (SSA), Particle Swarm
Optimization [15] (PSO), Grey Wolf Optimizer [16] (GWO), Whale Optimization Algorithm [17]
(WOA), etc., which can efficiently find satisfactory feature subsets within acceptable timeframes,
thereby effectively enhancing the efficiency of feature selection [18]. In [19], Long et al. improved the
escape energy factor update strategy using a sine function and applied the enhanced HHO to feature
selection problems. In [20], a multiswarm particle swarm optimization (PSO) approach combined with
collaborative search PSO (CS-PSO) is introduced to address the issue of feature selection. In [21],
a dynamic Salp swarm algorithm is introduced for feature selection, which effectively improves the
effectiveness of feature selection. Consequently, utilizing swarm intelligence optimization techniques
in feature selection helps to efficiently discover optimal feature combinations.

The HHO demonstrates superior search capabilities compared to the others. HHO [12] is a
new swarm intelligence optimization algorithm proposed by Heidari in 2019, which simulates the
hunting behaviour of hawks in nature to solve optimization problems. Research conducted in previous
studies [22] demonstrates that the HHO is highly effective in addressing practical challenges. However,
the algorithm also has many common problems of swarm intelligence optimization algorithms [23],
such as the imbalance between exploration and exploitation [24], low population diversity [25], and
insufficient deep exploitation capabilities [26]. In order to address these issues, numerous researchers
have enhanced the HHO methodology using various approaches. In [26], the Sine Cosine algorithm
is integrated into the HHO, which provides an effective search strategy for the feature selection
problem of high-dimensional data sets. The experimental results show that this method can produce
better search results without increasing the computational cost. In [27], the Salp Swarm Algorithm is
embedded in the HHO, which improves the search ability of the optimizer and expands its application
range. In [28], the HHO population is divided into different levels, and the excellent individuals are
exploited locally. An enhanced HHO algorithm (EHHO) is proposed for the feature selection task. The
experimental results show that this method can obtain better convergence speed and accuracy, and the
performance is better than the HHO in the case of fewer features. In [19], an improved HHO (LIL-
HHO) is proposed, which uses the escape energy parameter strategy and the improved position search
equation and uses the lens imaging learning method to enhance the population diversity. The above
algorithm can effectively improve the optimization performance of the algorithm by integrating the
sine cosine algorithm, embedding the Salp Swarm Algorithm, and performing local exploitation after
stratification. Nonetheless, upon evaluating the aforementioned enhancement strategies on various
test functions, it has been observed that the solution capacity of the HHO still possesses potential for
additional refinement.
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This study proposes three strategies aimed at enhancing the HHO algorithm by addressing three
distinct aspects: a population initialization method grounded in opposition-based learning, an escape
energy factor update strategy that addresses the equilibrium between exploration and exploitation,
and a deep exploitation strategy integrating variable neighbourhood search and mutation operator.
Firstly, this study designs a population initialization strategy that utilizes opposition-based learning
to enhance population diversity during population initialization. Secondly, this paper studies the
escape energy factor update strategy of the HHO and finds an imbalance between the exploration
and exploitation of the HHO. This paper designs an escape energy factor update strategy that fully
considers the balance between exploration and exploitation to balance exploration and exploitation
of the HHO. Finally, to avoid the algorithm becoming trapped in local optima and improve its global
optimization ability, this paper designs a deep exploitation strategy combining variable neighbourhood
search and mutation operator, which improves the profound exploitation ability of the HHO.

To assess the efficacy of the enhanced strategies presented in this study, IHHO and a variety
of well-known similar algorithms (HHO, PSO, SSA, OOA, DBO) are used to solve the famous 23
benchmark test functions [29]. The experimental findings indicate that the problem-solving capability
of the IHHO surpasses that of other algorithms. This demonstrates that the enhancement strategy
proposed in this paper markedly elevates the performance of the HHO algorithm.

In addition, to address the challenges of low classification accuracy, low feature selection effi-
ciency, and slow response speed when using a supervised machine learning model to classify and
predict high-dimensional data [30], this study designs a feature selection method based on IHHO
(IHHO-FS). This paper compares the feature selection methods using all features (Full Features),
feature selection approach utilizing IHHO (IHHO-FS), feature selection approach utilizing HHO
(HHO-FY), feature selection approach utilizing PSO (PSO-FES), feature selection approach utilizing
SSA (SSA-FS), feature selection approach utilizing OOA (OOA-FS) and feature selection approach
utilizing DBO algorithm (DBO-FS) on eight datasets to evaluate the effectiveness and applicability
of IHHO-FS. The findings from the experiments indicate that IHHO-FS dramatically reduces the
computational cost of the classification model (reduces the data dimension), improves the efficiency
of feature selection, and improves the classification accuracy. IHHO-FS stands out among many
algorithms and is very competitive. Consequently, the enhanced approach to Harris Hawks Opti-
mization proposed in this study demonstrates significant efficacy. IHHO-FS is highly effective for
feature selection tasks, significantly enhancing the classification accuracy of various classifiers while
also decreasing their response times.

2 Harris Hawks Optimization

HHO is an innovative swarm intelligence algorithm proposed by Heidari in 2019. It is inspired
by the natural hunting strategies of hawks and aims to address optimization challenges. Harris’
hawks often work together while foraging, employing coordinated raids in which multiple hawks
simultaneously dive at prey from various angles to catch them by surprise. The HHO algorithm
delineates hawk hunting behavior into three distinct stages: the global exploration stage, the transition
stage from global exploration to local exploitation, and the local exploitation phase. In this algorithm,
the positions of the hawks are treated as candidate solutions, while the position of the prey represents
the current best candidate solution.
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2.1 Exploration Phase

Hawks hunt with keen eyes to track and detect prey. Their waiting and observation time may be
up to a few hours, and through two equal probability strategies to hunt. In the HHO algorithm, the
hawks’ position is considered a candidate solution, and the location of the prey is the current best
candidate solution. The position update method of hawks in the exploration stage is shown in Eq. (1).

and (t) —F |X‘and (Z) - 2r2X (Z)| q > 05
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(1)

In Eq. (1), X (¢t + 1) denotes the revised location of the hawks. X, (f) represents the optimal
position within the current population. X (f) represents the present location of the hawks. X, (1)
denotes the position of a hawk randomly selected from the current population. X,,(¢) represents the
average position of the current population, which is defined as shown in Eq. (2). LB and UB represent
the boundary of the exploration space, that is, the lower and upper bounds of the range of variable
values. ry, 5, 3, 14, ¢ are random numbers between (0, 1). The average position of hawks is as follows:

|
X0 = 5 2. X0 2
i=1
In Eq. (2), N denotes the aggregate count of hawks, while ¢ refers to the present iteration count.

2.2 Transition from Exploration to Exploitation

The HHO algorithm is capable of transitioning from the exploration phase to the exploitation
phase, dynamically adjusting its exploitation strategies based on the escape energy exhibited by the
prey. In escape behavior, the escape energy of prey will be significantly reduced. The HHO algorithm
models the escape energy of the prey as shown in Eq. (3). The escape energy of the prey is shown
in Fig. | (left). In Eq. (3), E represents the escape energy of the prey, 7 denotes the highest number
of iterations, and E, signifies the initial energy value, which is randomly selected within the range of
(=1, 1). Enter the exploration phase when |E| > 1. Otherwise, enter the exploitation phase. In Fig. 1,
t indicates the iteration count, while £ denotes the escape energy of the prey.

t
E=2E, (1 _ ?) 3)

2.3 Exploitation Phase

In the hawks hunting behavior, based on the prey’s escape behavior and the Harris” hawks’ pursuit
strategy, the HHO algorithm uses four strategies in the exploitation phase to simulate the hawks’ attack
behavior and update its position. The choice of hunting strategy mainly depends on the escape energy
FE and escape probability r of prey. The escape energy factor E allows HHO to switch between soft and
hard besiege. When |E| > 0.5, soft besiege is performed. When |E| < 0.5, a hard besiege is performed.
r is the opportunity for the prey to escape successfully (r < 0.5) or unsuccessfully (» > 0.5). During
the exploitation phase, four besiege strategies can be identified: Hard besiege, and Hard besiege with
progressive rapid dives, Soft besiege, Soft besiege with progressive rapid dives. The specific descriptions
of the aforementioned four siege strategies can be found in the original paper [12].
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Figure 1: Changes in escape energy of prey under two strategies (left HHO, right IHHO)

3 Improved Harris Hawks Optimization

In the HHO, the initial population is established through random generation, and the stage of
the Harris’ hawks is determined according to the escape energy factor E (when |E| > 1, it enters the
exploration phase. Otherwise, it enters the exploitation phase). The exploitation strategy adopted by
the Harris” hawks is determined by F and r.

Firstly, a greater diversity within the population provides the algorithm with an increased amount
of relevant information [31]. However, the HHO algorithm uses a random method to generate
the initial population during population initialization, resulting in insufficient population diversity.
Secondly, the update method of the escape energy factor £ will affect the balance between exploration
and exploitation of the HHO algorithm. In Fig. 1 (left), it can be seen that the number of times |E| > 1
during the iteration process is significantly smaller than the number of times |E| < 1. Therefore,
in the HHO algorithm, the escape energy factor update method cannot ensure the balance between
exploration and exploitation. Then, the profound exploitation ability of the algorithm in the later
stage can affect the convergence accuracy of the algorithm. Simultaneously, the exploitation ability
of the HHO algorithm is insufficient. Consequently, this study introduces three strategies aimed at
enhancing the HHO algorithm: Firstly, a population initialization approach grounded in opposition-
based learning; secondly, an escape energy factor adjustment strategy designed to balance exploration
and exploitation; and thirdly, a deep exploitation method that combines variable neighborhood search
with a mutation operator. The basic principle of the IHHO is illustrated in Fig. 2.

3.1 A Population Initialization Strategy Based on Opposition-Based Learning

Haupt et al. [32] pointed out that the diversity of the initial population of swarm intelligence
optimization algorithms can affect their solving accuracy and convergence speed, and the diversity
of the initial population will lay the foundation for the algorithm to conduct a global search.
However, the HHO algorithm randomly generates an initial population, which cannot guarantee the
diversity of the initial population and effectively extract useful information from the search space,
thus affecting the search efficiency of the algorithm to a certain extent. The opposition-based learning
(OBL) strategy was proposed by Tizhoosh [33] in 2005 and is a new technology that has emerged in
the field of intelligent computing in recent years. It has been effectively utilized in swarm intelligence
optimization techniques, including PSO and Differential Evolution (DE) algorithms.
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Figure 2: The schematic diagram of the IHHO algorithm

Define 1. Opposite point. Suppose that there exists a number x between [/, u], then the opposite
point of x is defined as x' = / 4+ u — x. Extending the definition of the opposite point to d-dimensional
space, let p = (x;, x5, - -+ , X,) be a point in d-dimensional space, where x; € [/, u],i = 1,2,--- ,d, then
the opposite pointis p' = (x’l, x;, cee, x:,), where x; =/ +u — x,.

This study incorporates an OBL strategy into the HHO for the purpose of initializing the
population, thereby enhancing its diversity. The procedure is outlined as follows: Initially, generate
n individuals at random within the permissible domain. Secondly, generate n opposite points based on
opposition-based learning. Then, remove from the set of 2n individuals (formed by # individuals and
n opposite points) any individuals that are not within the feasible domain. Finally, select the top — n
individuals with the highest fitness from the remaining individuals as the initial population.

3.2 An Escape Energy Factor Update Strategy That Addresses the Equilibrium between Exploration
and Exploitation

Although all the current metaheuristic algorithms vary greatly, a common feature can be found
in their search process during optimization, that is, they can be divided into two stages: exploitation
and exploration [34]. Exploration entails that the algorithm must traverse the entire search space in
a manner that maximizes randomness, thereby mitigating the risk of converging to a local optimum.
The exploitation should have good local exploitation ability, and find a better solution based on the
better solution found in the exploration phase. In the process of optimization and solving, algorithms
often exhibit randomness in their selection for exploration and exploitation. Many studies [35] have
shown that maintaining a balance between exploitation and exploration of metaheuristic algorithms
can effectively enhance their problem-solving ability. Therefore, it is necessary to establish a reasonable
balance mechanism between exploitation and exploration. In the HHO algorithm, when |E| > 1, it
enters the exploration phase, and when |E| < 1, it enters the exploitation phase. As illustrated in Fig. |
(left), during the iterative process, the instances where |E| > 1 are notably fewer compared to those
where |E| < 1, that is, the number of explorations is significantly less than the number of exploitations
(i.e., weak exploration ability and strong exploitation ability). This study enhances the HHO algorithm
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by developing an update strategy for the escape energy factor, which comprehensively addresses the
equilibrium between exploration and exploitation capabilities. This balance is articulated in Eq. (4).

2B [1-(3)] r<in()
E = {2E, [1 - (%)%] int (£) <t < int (%) “4)
2E, (1 - 1) nt(3)<t<T

Furthermore, this study conducts a comparative analysis of the prey escape energy for HHO
and IHHO, illustrated in Fig. |. Fig. | clearly illustrates that in the IHHO algorithm, the frequency
of explorations and exploitations within the algorithm are more closely aligned, indicating that the
balance between exploitation and exploration of the IHHO algorithm has been improved, which shows
the effectiveness of the escape energy factor update strategy that fully considers the balance between
exploitation and exploration.

3.3 A Deep Exploitation Strategy Integrating Variable Neighbourhood Search and Mutation Operator

This paper designs a deep exploitation strategy that integrates variable neighbourhood search and
mutation operator to improve the local exploitation ability of the IHHO. As the number of iterations
rises, the algorithm’s population quality is continuously improved and then stabilized. When the
population’s quality tends to be stable, the position of the prey changes little or no longer changes. At
this time, the learning ability of the algorithm is limited, and it is not easy to search for a better position.
Therefore, in each iteration, it is necessary to improve the exploitation ability of the algorithm. This
paper improves the quality of prey in each generation by deeply exploiting the location of prey in
each generation, providing more practical information for the algorithm, and then improving the
algorithm’s local exploitation ability.

The variable neighbourhood search (VNS) algorithm has good search performance, solid global
search ability, simplicity, and ease of implementation, and its applicability is extensive. It is often
applied in the search process of metaheuristic algorithms. Therefore, this paper designs two neigh-
bourhood search operators: mutation operator and perturbation operator. The two operators together
constitute the VNS algorithm. The VNS algorithm is applied to improve the exploitation ability of the
Harris Hawk optimization algorithm.

After each iteration, the variable neighbourhood search algorithm starts the search from the first
hawk (i.e., the current global best position). Once a better position than the current global best position
is found, stop the search immediately, update the current global best position, and proceed to the
next iteration. If the search for a complete neighbourhood space has yet to find a better position
than the current global best position, proceed directly to the next iteration. In each iteration, more
local exploitation operations are added, which can improve the local exploitation ability of the IHHO,
thereby improving its performance.

Mutation operator. The inspiration for designing a mutation operator comes from the Genetic
Algorithm, which can obtain better candidate solutions with a certain probability through mutation;
that is, a favourable mutation occurs. The purpose of designing the mutation operator is to extensively
search the current global best position and prevent the algorithm from falling into the local optimum.
Firstly, define the number of mutations. Secondly, define a mutation operator, which randomly
selects a particular dimension to undergo mutation and generate a neighbour solution. If there is
an improvement in the neighbour solution, return the neighbour solution information and stop the
search. If there is no improvement in the neighbour solution, continue searching.
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Perturbation operator. The perturbation operator can perform a refined search near the current
global optimal position with a very small movement amplitude. Firstly, define a list of moving
steps, steps = [1073,107,107°,107%,107,10°%,10~°]. Secondly, traverse the 1st, Sth, 10th, 15th, ... ,i
dimensions of the current solution (i is a multiple of 1 or 5), and move each dimension in turn according
to the step size in the moving step list to obtain a new candidate solution. The evaluation function
value f, of the new candidate solution is calculated immediately, and if f; > f (f is the current optimal
function value), the search continues; if f; < f, the search is stopped and the new candidate solution
information is recorded. Finally, if a new candidate solution is found, the relevant information is
returned.

4 A Feature Selection Method Based on Improved Harris Hawk Optimization Algorithm

Feature selection constitutes a challenging combinatorial optimization task [36,37], selecting the
best feature combination from all available features. Through feature selection, it is possible to achieve
the goal of using as few features as possible to achieve the highest classification accuracy [38]. The
swarm intelligence optimization algorithm can find a better approximate solution in an acceptable time
and is often used in feature selection problems [39]. This paper proposes a feature selection approach
utilizing the IHHO to solve this complex combinatorial optimization problem.

In the feature selection problem, each individual within the population of the IHHO algorithm is
represented as a vector of dimension d, where d corresponds to the total number of original features
present in the dataset. When the IHHO algorithm initializes the population, each dimension of the
individual x is a random number between [0, 1], that is, x; € [0, 1]. When x; € [0,0.5], the feature is
not selected; when x; € (0.5, 1], the feature is selected. Because the purpose of feature selection is to
use as few features as possible to obtain the highest classification accuracy possible, it is necessary to
consider both the number of features and the classification accuracy when evaluating the quality of
individuals. Therefore, the evaluation function of the individual is defined as:

f = alpha % ;l + beta * (1 — score (D)) (5)

In Eq. (5), alpha and beta are moderators, alpha € [0, 1], beta € [0, 1], and alpha + beta = 1. s
represents the quantity of features selected by the individual. d is the dimension of the individual,
that is, the number of all features in the data set. score (D) represents the classification accuracy
corresponding to the selected feature subset. Therefore, the smaller the f, the better the quality of
the individual. Because the core of the classification problem is the classification accuracy, this paper
takes alpha = 0.02, beta = 0.98. The definition of classification accuracy is shown in Eq. (6). In
Eq. (6), TP refers to True Positives; TN denotes True Negatives; P represents Positives; and N signifies
Negatives.

TP+ TN
score (D) = P——::—N (6)

5 Experiment and Analysis

The core focus of this chapter comprises two main aspects: firstly, the validation of the perfor-
mance of the IHHO algorithm, and secondly, the confirmation of the effectiveness of the feature
selection method based on the IHHO algorithm. To evaluate the efficacy of the IHHO algorithm,
this study applies the IHHO, HHO, PSO, SSA, OOA, and DBO to solve 23 renowned benchmark
test functions. The experimental results are then subjected to thorough analysis. This paper employs
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KNN as the underlying classifier and conducts a comparative analysis of seven feature selection
methods to ascertain the effectiveness of IHHO-FS (The classifier’s classification accuracy serves as
the evaluation metric for these feature combinations. Thus, one of the classifier’s roles in this paper is to
provide assessment criteria for feature selection methods. Consequently, the choice of classifier is not
restricted to KNN, various classifiers such as decision trees or random forests are viable options). The
comparison involves methods using all features (Full Features), feature selection approach utilizing
the IHHO (IHHO-ES), feature selection approach utilizing the HHO (HHO-FS), feature selection
approach utilizing the PSO (PSO-FY), feature selection approach utilizing the SSA (SSA-FS), feature
selection approach utilizing the OOA (OOA-FS), and feature selection approach utilizing the DBO
(DBO-ES).

5.1 The Performance Test Experiment of IHHO

To evaluate the performance of IHHO, this paper uses IHHO, HHO, PSO, SSA, OOA, and DBO
respectively to solve the famous 23 benchmark test functions [29]. Firstly, the solution process of
IHHO is qualitatively analyzed from the perspectives of search history (population position change),
the trajectory of the first hawk, and the average fitness and convergence. Then, the test results of each
algorithm on 23 benchmark functions are quantitatively analyzed in detail. All experimental programs
in this section are implemented using Python 3.9.15 on computers with Windows 10 64-bit Pro and
64 GB of memory. The total population size for all algorithms is set to 200, with the number of
iterations fixed at 1500. The other parameter settings are detailed in Table 1. Each algorithm runs 10
times independently on each benchmark test function, and use the algorithm’s average performance
as the result data.

Table 1: Parameter settings

IHHO HHO PSO SSA OO0OA DBO

Parameters N = 200 N =200 N =200 N =200 N =200 N =200
Iterations: Iterations: Iterations: Iterations: Iterations: Iterations:
1500 1500 1500 1500 1500 1500

Vmax = 6 P_percent =
wMax = 0.9, 0.2

wMin = 0.2
cl=2,
c2=2

5.1.1 Benchmark Function

23 benchmark functions, which were initially put out by Yao et al. [29] and are frequently used for
assessing the performance of different metaheuristic algorithms, are chosen as testing functions in this
article. A thorough overview of the definitions, dimensions, domains, optimal solutions, and optimal
values of these 23 functions was given by Xin Yao. Kindly consult [29] for more details. In the domain
of swarm intelligence optimization algorithms, these 23 functions are frequently employed to evaluate
algorithm performance and are considered authoritative benchmarks. Moreover, these 23 benchmark
function types are highly diverse, encompassing fixed-dimensional multimodal functions, unimodal
functions, and multimodal functions. They facilitate comprehensive testing of algorithm performance,
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thereby preventing algorithms from overfitting to specific individual benchmark functions or classes
of benchmark functions.

5.1.2 Qualitative Analysis

To qualitatively analyze the solving performance of IHHO, this study examines four widely rec-
ognized metrics within the discipline [12]: search history (population position change), the trajectory
of the first hawk, the average fitness of the population, and the optimal fitness value within the
population. The 23 benchmark functions are classified into three distinct categories: Unimodal Test
Functions, Multimodal Test Functions, and Multimodal Test Functions with Fixed Dimensions. This
paper selects 1 benchmark functions from each category for display and analysis. The search history
diagram consists of black, yellow, and red points, representing the population’s initial, intermediate,
and final state, respectively. In the first hawk trajectory diagram, the x-axis denotes the number of
iterations, while the y-axis indicates the value of the first-dimensional variable associated with the first
hawk. Similarly, in the average fitness diagram for the population, the x-axis represents the number
of iterations, and the y-axis reflects the average fitness value of the population. For the best fitness
diagram, also referred to as the convergence curve, the x-axis again signifies the number of iterations,
whereas the y-axis displays the optimal fitness value observed within the population.

"

Fig. 3 shows the qualitative analysis results of IHHO on f,, f; and f,. The first column in Fig. 3
represents the search history. The black, yellow, and red points represent the population distribution at
the beginning, middle transition, and end of the iteration. It is evident that the population undergoes a
gradual convergence process, transitioning from its initially scattered state (depicted by black points)
to an intermediate stage (depicted by yellow points) throughout the iteration process, ultimately
culminating in convergence towards the final red point. The findings indicate that the initial population
of the IHHO algorithm exhibits strong diversity, and that the IHHO algorithm possesses notable
convergence capabilities. The second column in Fig. 3 represents the Trajectory of 1st hawk. It can be
seen that the position curve of the first hawk fluctuates rapidly and even fills the entire search space.
As the number of iterations increases, the amplitude of the position change of the first hawk gradually
decreases. This shows that IHHO is transitioning from the exploration phase to the local exploitation
phase. Finally, the position of the first hawk is very stable, indicating that IHHO continues to exploit
the potential area and converges to the optimal position. The third column in Fig. 3 represents the
average fitness of all hawks, which shows that the average fitness value of the population shows
a decreasing trend in fluctuations, and the decrease is fast first and then slow, indicating that the
population quality of the IHHO algorithm continues to improve in slight fluctuations and eventually
tends to be stable. The fourth column in Fig. 3 represents the convergence curve. It is evident that as
the number of iterations increases, the optimal fitness value of the population initially declines rapidly
before stabilizing, suggesting that IHHO is effective in swiftly identifying the optimal solution. At the
same time, it also reflects that the algorithm has a good balance between exploration and exploitation,
which gives it strong optimization ability when solving problems.

By analyzing the search history, trajectory of the first individual, average fitness value of the
population, and convergence curve of IHHO in solving benchmark test functions, it is evident that the
IHHO algorithm exhibits notable features of substantial population diversity and rapid convergence
rate. Moreover, the unimodal function serves as a measure of the algorithm’s exploitation capabilities,
while the multimodal function is utilized to assess its exploration capabilities. The IHHO demonstrates
remarkable efficacy in addressing both unimodal and multimodal functions, suggesting that the
algorithm possesses robust exploration and exploitation abilities, with a notable equilibrium between
the two.
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Figure 3: Results of qualitative analysis for IHHO applied to various benchmark test functions

5.1.3 Quantitative Analysis

In this study, the algorithms IHHO, HHO, PSO, SSA, OOA, and DBO are executed 10 times on
23 benchmark functions, yielding a total of 10 experimental outcomes for each algorithm across all
benchmark functions. The resulting data are subjected to further processing and analysis.

(1) A comparative analysis of numerical results

Quantitative analysis indicators that can be used to evaluate algorithm performance include
maximum error value, minimum error value, median error, mean error value (MEV), time cost, and
standard deviation (Std). This article uses MEV, time cost, and Std as quantitative analysis indicators
to evaluate the performance of the IHHO algorithm. Because the experimental results show that the
time cost of each algorithm is very close, this article will not provide a detailed analysis of the time cost.
In Table 2, MEV and Std for each algorithm after solving 23 classic benchmark functions are recorded,
and the solving performance of each algorithm is ranked on each benchmark function. Furthermore,
Table 2 concludes with a summary of the frequency with which each algorithm secures the top position,
along with the average ranking and Friedman ranking for each algorithm. Table 2 provides a detailed
record of the experimental findings of IHHO and five other metaheuristic algorithms on 23 classic test
functions. The IHHO algorithm secured the top position on 17 occasions, whereas the PSO algorithm
achieved first place 8 times. The SSA attained this ranking 4 times, followed by the HHO algorithm
with 3 victories. Both the OOA and DBO algorithms each achieved first place once. In addition, the
Friedman ranking of the IHHO algorithm is first, indicating that its solving ability is outstanding and
far superior to other algorithms.
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Table 2: The experimental results of 23 classical test functions are solved by each algorithm

Function Index DBO PSO SSA HHO OOA IHHO

f1 MEV 7.483611 1.1E-27 8.5E-157 2.8E-217 0.005984  4.3E-298
Std 9.959871 3.37E-27  2.7E-156 0 0.000817 0
Rank 6 4 3 2 5 1

2 MEV 1.34889 1 3E-153 2E-114 0.030375 2.5E-159
Std 0.849453 3.162278 9.5E-153 39E-114  0.001879 6.1E-159
Rank 6 5 2 3 4 1

3 MEV 2685.093 0.111256 6.3E-216 1.5E-177 0.009146 8.2E-257
Std 3115.94 0.058437 0 0 0.002131 0
Rank 6 5 2 3 4 1

f4 MEV 0.818004  0.039086 1.3E-147 2.1E-107 0.032418 6.9E-146
Std 1.282919 0.022984  4.2E-147  4.2E-107 0.00195 2.2E-145
Rank 6 5 1 3 4 2

5 MEV 393.9852 33.47879 0.000149 3.92E-05 28.57983 1.73E-05
Std 928.5715 24.08844 6.39E-05 4.14E-05 0.094534  2.31E-05
Rank 6 5 3 2 4 1

6 MEV 6.899043 5.21E-29 6.85E-07 1.7E-07 0.078954  9.6E-08
Std 6.266556  9.64E-29  4.19E-07 1.28E-07 0.019342 1.13E-07
Rank 6 1 4 3 5 2

7 MEV 0.06855 1.352487 3.02E-05 9.82E-06 2.33E-06 7.38E-06
Std 0.053751 2.607247 2.17E-05 7.38E-06 1.99E-06 8.1E-06
Rank 5 6 4 3 1 2

8 MEV 3052.468 5407.357  4262.112 0.000838 8386.705 0.000595
Std 1521.246 590.2066 1007.533 0.000527  253.9047 0.000206
Rank 3 5 4 2 6 1

9 MEV 57.84357  45.2065 0 0 0.003301 0
Std 68.18382  22.93633 0 0 0.000437 0
Rank 6 5 1 1 4 1

f10 MEV 2409726  2.1E-14 4.44E-16 444E-16  0.019403 4.44E-16
Std 1.235402 6.22E-15 0 0 0.001053 0
Rank 6 4 1 1 5 1

f11 MEV 1.140979 0.012068 0 0 0.010085 0
Std 0.303695 0.012583 0 0 0.001741 0
Rank 6 5 1 1 4 1

f12 MEV 0.235502  2.53E-29 5.97E-06 2.58E-08 0.010479 8.08E-09
Std 0.256547 7.74E-29 3.06E-06  4.02E-08 0.004481 9.48E-09
Rank 6 1 4 3 5 2

f13 MEV 0.743883 1.7E-28 0.002214  2.79E-07 0.182171 9.17E-08
Std 0.956001 5.08E-28 0.004635 3.85E-07 0.069913 1.03E-07
Rank 6 1 4 3 5 2

f14 MEV 0.02378 0.001996 1.681147 0.001996  0.494622 0.001996
Std 0.081513 0 1.550371 1.49E-13 0.701952 0

(Continued)
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Table 2 (continued)

Function Index DBO PSO SSA HHO OOA IHHO
Rank 4 1 6 3 5 1

f15 MEV 0.000327 0.002244 1.81E-05 7.52E-06 8.62E-06 7.49E-06
Std 0.000475 0.006273 7.08E-06  2.25E-08 1.35E-06 7.76E-09
Rank 5 6 4 2 3 1

f16 MEV 2.85E-05 2.85E-05 2.85E-05 2.85E-05 2.84E-05 2.85E-05
Std 2.09E-16 0 4.6E-15 7.06E-16 1.75E-08 0
Rank 3 1 5 4 6 1

f17 MEV 0.000113 0.000113 0.000113 0.000113 0.000113 0.000113
Std 0 0 2.04E-12 6.43E-12 3.19E-06 0
Rank 1 1 4 5 6 1

f18 MEV 0.00027 7.82E-14  293E-14  2.63E-12 1.58E-07 7.46E-14
Std 0.000854 5.92E-16 5.39E-14 7.42E-12 1.16E-07 3.48E-15
Rank 6 1 3 4 5 2

f19 MEV 0.002782  0.002782 0.002782  0.002782 0.002782  0.002782
Std 0.001159 9.36E-15 0.000706  4.33E-08 4.06E-07 1.21E-15
Rank 6 2 5 3 4 1

20 MEV 0.03463 0.033705 0.048352  0.081279 0.054352  0.033709
Std 0.058914  0.057409 0.065009 0.057399 0.072815 0.057415
Rank 3 1 4 6 5 1

21 MEV 2.372836 1.515729 0.752273 2.54902 0.51165 2.19E-06
Std 2.377083 2.440554  2.378895 2.686863 1.611494 5.46E-06
Rank 5 4 3 6 2 1

22 MEV 2.623182  0.000141 0.667723 3.720561 0.001292  0.00014
Std 2.688792  2.37E-15 2.111971 2.5675 0.000925 1.74E-15
Rank 5 2 4 6 3 1

23 MEV 2.598161 0.540683 1.621705 5.407821 0.541805 0.00011
Std 2.417893 1.710137 3.419086 1.58E-06 1.709785 1.87E-15
Rank 5 2 4 6 3 1

Number of times to win 1 8 4 3 1 17

first place

Average ranking 5.086957 3.173913 3.304348 3.26087 4.26087 1.26087

Friedman ranking 6 2 4 3 5 1

To further analyze the exploitation and exploration ability of the IHHO, this paper presents the
experimental results of each algorithm on unimodal and multimodal benchmark test functions. In
the evaluation of the seven unimodal benchmark test functions, the IHHO algorithm achieves the
top ranking on four occasions. In contrast, the OOA algorithm secures the first position once, as do
the SSA and PSO algorithms, while the remaining algorithms do not attain the highest rank. This
demonstrates that the IHHO algorithm is particularly effective in addressing unimodal functions,
showcasing exceptional capabilities in exploration and exploitation. In the evaluation of 16 multimodal
benchmark functions, the IHHO algorithm achieved the top position on 13 occasions, while the PSO
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secured first place 7 times. The SSA ranked first 3 times, the HHO achieved this position twice,
and the DBO algorithm attained the top position once. Notably, the OOA did not achieve any first-
place rankings. These findings suggest that the IHHO demonstrates superior efficacy in addressing
multimodal functions, highlighting its robust exploration capabilities. Therefore, the exploration and
exploitation ability of the IHHO is powerful, and its comprehensive performance is outstanding.

Additionally, Table 3 records the Wilcoxon test results of the IHHO algorithm and five other
algorithms across 23 benchmark test functions. From Table 3, it is observed that the p-values between
IHHO and the other algorithms are all less than 0.05, indicating significant differences between the
experimental results of the IHHO algorithm and those of the other algorithms at the 0.05 significance
level.

Table 3: The Wilcoxon test results between IHHO and other algorithms on the 23 benchmark functions

IHHO vs. HHO IHHO vs. DBO IHHOvs. PSO IHHO vs.SSA  HHO vs. OOA

p- 3.56353322521e- 2.38418579101e- 0.0002980232238 0.0094695401695 3.26633453369¢-
value 05 06 76 05

(2) Convergence comparative analysis

From the above results, IHHO has excellent solving performance, outperforming the remaining
five advanced algorithms in most problems, and has strong competitiveness. Concurrently, this paper
draws the convergence curve of each algorithm on all test functions, as shown in Fig. 4. By comparison,
we can see that different algorithms have significant differences in search speed and accuracy. On 23
classical benchmark functions, IHHO has faster convergence speed and higher convergence accuracy,
which has obvious advantages compared with other algorithms. The comprehensive performance of
the IHHO is good and has strong competitiveness.

(3) Robustness analysis

This section presents a comparative analysis of the robustness of IHHO and other algorithms,
illustrating box plots of the performance of the six algorithms across various test functions, as shown
in Fig. 5. Fig. 5 illustrates notable variations in both solution accuracy and robustness across the
various algorithms. Across the first seven unimodal functions, SSA, OOA, HHO, and IHHO exhibit
high robustness and precision, demonstrating clear advantages. Across the subsequent 16 multimodal
functions, the robustness of the IHHO algorithm significantly surpasses that of the other algorithms,
maintaining consistently strong performance across different benchmark test functions, showcasing
its remarkable stability in solution capability.

5.2 The Effectiveness of the Feature Selection Method Based on IHHO

All experiments described in this section were conducted using Python 3.9.15 on a Windows 10
64-bit Pro system with 64 GB of RAM. The population size for all algorithms was set to 100, and
the number of iterations was set to 150. Each algorithm is executed independently for ten trials on
every data set, with the average of the experimental results computed to serve as the final outcome.
Furthermore, to mitigate feature selection overfitting, this study employed k-fold cross-validation
techniques to evaluate the efficacy of feature selection, using the mean accuracy across each fold as
the final outcome.
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Figure 4: The convergence curves of each algorithm on 23 classical test functions
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Figure 5: Box plots of various algorithms across 23 classical benchmark functions
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5.2.1 Datasets

This article uses five datasets from AEEEM [40] and five datasets from publicly available UCI
machine learning databases to measure the effectiveness of IHHO-based feature selection methods.
These datasets are publicly accessible and are frequently utilized to assess the efficacy of feature
selection methods, as demonstrated in Table 4.

Table 4: Dataset information

Dataset AEEEM UCI

fame EQ JDT LC ML PDE Connectionist Ionosphere Dermatology ORHD Online news
bench popularity

Number 61 61 61 61 61 60 34 34 64 58

of

features

Instances 324 997 691 1862 1497 208 351 366 5620 39797

5.2.2 Comparative Analysis

This paper uses KNN as the primary classifier to compare and analyze Full Features, IHHO-
FS, HHO-FS, PSO-FS, SSA-FS, OOA-FS, and DBO-FS on ten classical datasets to evaluate the
effectiveness and performance of IHHO-FS. Each scheme is run independently 10 times, with the
final results presented in Table 5, which include the average classification accuracy (score), average
number of features (features), and average function values (f).

Table 5: The experimental outcomes of each method across various datasets

Dataset name Index Full IHHO-FS HHO-FS PSO-FS SSA-FS OOA-FS DBO-FS
Features

EQ Score 0.68878 0.89048 0.86939 0.87449 0.87551 0.88265 0.87730
Features 61.00000 26.80000 20.40000 27.80000 16.20000 6.20000 21.30000
f 0.32500 0.11611 0.13469 0.13211 0.12731 0.11703 0.12723

JDT Score 0.84700 0.91533 0.90667 0.91700 0.91333 0.90400 0.91211
Features 61.00000 31.50000 19.90000 29.30000 42.20000 7.60000 43.50000
f 0.16994 0.09330 0.09799 0.09095 0.09877 0.09657 0.10040

LC Score 0.90096 0.97260 0.97019 0.96635 0.96923 0.96635 0.97190
Features 61.00000 7.80000 7.30000 24.80000 8.60000 1.10000 26.60000
f 0.11706 0.02941 0.03160 0.04111 0.03297 0.03334 0.03626

ML Score 0.85689 0.91020 0.90787 0.90769 0.90590 0.90082 0.90822
Features 61.00000 7.10000 7.10000 29.50000 6.60000 2.00000 6.70000
f 0.16025 0.09034 0.09261 0.10013 0.09438 0.09785 0.09214

PDE Score 0.84089 0.91311 0.89125 0.91200 0.90622 0.90689 0.91161
Features 61.00000 22.10000 9.70000 29.60000 14.80000 11.10000 19.90000
f 0.17593 0.09240 0.10976 0.09594 0.09675 0.09489 0.09314

(Continued)
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Table 5 (continued)

Dataset name Index Full IHHO-FS HHO-FS PSO-FS SSA-FS OOA-FS DBO-FS
Features

Connectionist Score 0.75873 0.96667 0.95556 0.95556 0.93651 0.92698 0.94732
bench Features 60.00000 29.10000 24.90000 24.00000 49.10000 11.30000 48.00000

f 0.25644 0.04237 0.05186 0.05156 0.07859 0.07532 0.06762
Tonosphere Score 0.84057 0.97170 0.97075 0.96415 0.96321 0.97264 0.97461

Features 34.00000 9.70000 8.70000 13.50000 10.10000 2.40000 11.40000

f 0.17625 0.03344 0.03378 0.04307 0.04200 0.02822 0.03159
Dermatology Score 0.84182 1.00000 1.00000 1.00000 1.00000 1.00000 0.99709

Features 34.00000 11.70000 13.10000 12.80000 15.80000 12.40000 15.00000

f 0.17502 0.00688 0.00771 0.00753 0.00929 0.00729 0.01167
ORHD Score 0.83457 0.92304 0.90456 0.89675 0.91325 0.90658 0.89142

Features 64.00000 27.40000 30.20000 32.10000 35.40000 27.30000 29.10000

f 0.1821214 0.0839833 0.1029687 0.11121625 0.0960775 0.10008285 0.11550215
Online news Score 0.86589 0.89268 0.88796 0.87695 0.88457 0.84987 0.89124
popularity Features 58.00000 24.90000 43.10000 35.80000 25.80000 28.40000 24.70000

f 0.1514278  0.11375981 0.12466127 0.13293383 0.12201795 0.1569205 0.11510204

The higher the classification accuracy, the higher the accuracy of the scheme. The lower the
number of features used, the lower the computational cost of the scheme. The lower the value of the
evaluation function, the better the overall effect of the scheme. Table 5 provides a detailed record of
score, features, and f of the above seven methods on ten datasets. The highest classification accuracy
and minimum evaluation function values on each dataset are also highlighted in bold.

Comparing the Full Features column and IHHO-FS column in Table 5, it can be seen that the
feature selection approach utilizing the IHHO can significantly improve the classification accuracy of
the model, reduce the number of features used, and lower the evaluation function value, indicating
that IHHO-FS is very effective. In addition, on the eight datasets of EQ, LC, ML, PDE, Connectivity
Bench, Dermatology, ORHD, and Online News Popularity, IHHO-FS has the highest classification
accuracy and the lowest evaluation function value. On the JDT and Ionosphere datasets, although
ITHHO-FS is not the best, its performance is also excellent, ranking among the top in comprehensive
performance. This indicates that IHHO-FS not only effectively improves model performance but also
stands out among numerous algorithms and is highly competitive. Therefore, IHHO-FS can improve
the classification accuracy of the classification model, reduce the number of features used by the
model (that is, reduce the data dimension), reduce the evaluation function value, and show strong
competitiveness in many schemes. It can provide an efficient feature selection method for various
supervised machine learning models.

Furthermore, this study performs a comparative assessment of the robustness of IHHO-FS and
five additional feature selection techniques, as demonstrated in Fig. 6. Fig. 6 presents box plots of
ten experimental results across various datasets for the six feature selection methods. It is evident
from Fig. 6 that significant differences exist among the methods in terms of solution accuracy and
robustness. Across the EQ, JDT, LC, ML, CB, ORHD, ONP, and Ionosphere datasets, IHHO-FS
demonstrates high robustness and clear advantages. Moreover, on other datasets, IHHO-FS also
exhibits robust performance. Therefore, applying IHHO to feature selection problems ensures the
robustness of the model.
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Figure 6: Box plots of various schemes across 10 classical datasets

6 Conclusion

To address the issues of uneven exploration and exploitation capabilities, limited population
diversity, and inadequate deep exploitation in the Harris Hawks Optimization algorithm, this paper
introduces three strategies designed to enhance its performance. One approach involves a popula-
tion initialization method utilizing opposition-based learning to enhance diversity. Another strat-
egy focuses on updating an escape energy factor to maintain a balance between exploration and
exploitation capabilities within the algorithm. Lastly, a deep exploitation strategy combines variable
neighborhood search with a mutation operator to boost the algorithm’s exploitation efficiency, thereby
enhancing its convergence speed and accuracy.

Furthermore, to address the issues of inefficient feature selection and slow response times in clas-
sification models, this study proposes a feature selection technique using an enhanced Harris Hawks
Optimization algorithm. This method effectively identifies suitable feature combinations within a
reasonable timeframe, significantly lowering the computational costs associated with classification
models (through data dimensionality reduction) and enhancing the overall efficiency of feature
selection.

This paper uses IHHO, HHO, PSO, SSA, OOA, and DBO to solve the famous 23 benchmark
functions to assess the efficacy of the IHHO. The results from the experiments show that the
ITHHO outperforms other algorithms in terms of solving ability. This suggests that the enhancements
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proposed in this paper successfully boost the performance of the HHO. This study employs KNN
as the main classifier to evaluate Full Features, IHHO-FS, HHO-FS, PSO-FS, SSA-FS, OOA-
FS, and DBO-FS across eight well-established datasets, aiming to assess the performance of the
feature selection technique grounded in the IHHO. The findings indicate that IHHO-FS enhances the
classification model’s accuracy while also decreasing data dimensionality, outperforming the other
methods analyzed. It shows that IHHO-FS can find the appropriate feature combination quickly,
efficiently, and accurately, which significantly improves the efficiency of feature selection and provides
a new and efficient feature selection method.

Drawing from the preceding analysis, [HHO has outstanding problem-solving performance and
can solve various optimization problems quickly and accurately. In addition, IHHO can efficiently
select and search for satisfactory feature combinations, providing an effective technical method
for feature selection. In the future, we aim to enhance the computational efficiency of the IHHO
algorithm. We plan to explore the integration of parallel and distributed computing techniques
to increase the solution speed, ultimately broadening the applicability of IHHO-FS to ultra-high-
dimensional data sets. Furthermore, we will delve deeper into enhancing the discrete optimization
capability of IHHO, thus augmenting the practical applicability of IHHO-FS.
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