
Copyright © 2024 The Authors. Published by Tech Science Press.
This work is licensed under a Creative Commons Attribution 4.0 International License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

echT PressScience

DOI: 10.32604/cmc.2024.053547

ARTICLE

Robust Human Interaction Recognition Using Extended Kalman Filter

Tanvir Fatima Naik Bukht1, Abdulwahab Alazeb2, Naif Al Mudawi2, Bayan Alabdullah3,
Khaled Alnowaiser4, Ahmad Jalal1 and Hui Liu5,*

1Faculty of Computing & Artificial Intelligence, Air University, Islamabad, 44000, Pakistan
2Department of Computer Science, College of Computer Science and Information System, Najran University, Najran, 55461, Saudi
Arabia
3Department of Information Systems, College of Computer and Information Sciences, Princess Nourah bint Abdulrahman
University, Riyadh, 11671, Saudi Arabia
4Department of Computer Engineering, College of Computer Engineering and Sciences, Prince Sattam Bin Abdulaziz University,
Al-Kharj, 11942, Saudi Arabia
5Cognitive Systems Lab, University of Bremen, Bremen, 28359, Germany

*Corresponding Author: Hui Liu. Email: hui.liu@uni-bremen.de

Received: 03 May 2024 Accepted: 04 August 2024 Published: 18 November 2024

ABSTRACT

In the field of computer vision and pattern recognition, knowledge based on images of human activity has gained
popularity as a research topic. Activity recognition is the process of determining human behavior based on an
image. We implemented an Extended Kalman filter to create an activity recognition system here. The proposed
method applies an HSI color transformation in its initial stages to improve the clarity of the frame of the image.
To minimize noise, we use Gaussian filters. Extraction of silhouette using the statistical method. We use Binary
Robust Invariant Scalable Keypoints (BRISK) and SIFT for feature extraction. The next step is to perform feature
discrimination using Gray Wolf. After that, the features are input into the Extended Kalman filter and classified
into relevant human activities according to their definitive characteristics. The experimental procedure uses the
SUB-Interaction and HMDB51 datasets to a 0.88% and 0.86% recognition rate.
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1 Introduction

Human activity recognition (HAR) from video frames is a complicated problem in computer
vision due to its scarcity of data and noisy background. However, many static images are available
on the web which can be very useful for developing and efficient image-based activity recognition
methods aimed at analyzing visual content [1]. Most of the research on HAR has been done in the
Extended Kalman filter [2]. Thus, HAR is gradually becoming essential in many applications such as
biophysics as human–machine interaction, surveillance, environmental intelligence, living assistance,
and human–computer interaction [3].
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HAR is a complex computer vision task that tries to understand human behavior through
visual data analysis including pictures and movies. The objective is to detect challenging human-
human interactions, but, this is hard to achieve due to issues like viewpoint fluctuation, occlusion,
ambiguity, data inefficiency, and interaction difficulty. Therefore, the execution and usage of most
of the approaches for HAR are rather scoped. Future HAR developments might enable improved
video/image surveillance, better human–machine interaction, and safer intelligent modes of transport
[4]. The objective is to detect challenging human-human interactions, which is hard to achieve due to
issues like viewpoint fluctuation, occlusion, ambiguity, data inefficiency, and interaction difficulty. We
have created a human-activity recognition model to recognize complex human activities from SUB-
Interaction and HMDB51 datasets. The dispute over HAR research is still on, The proposed system
comprises the following key contributions:

• The HSI transformation should be used in the proposed system in combination with the
Gaussian filter to enhance the quality of the frames and extract crucial information.

• The statistical approach is applied to retrieve the silhouettes from already processed frames
accurately.

• Sophisticated techniques to extract features such as BRISK and SIFT are used for relevant
feature extraction from the obtained silhouettes.

• To differentiate between the aspects, a Gray Wolf approach is adopted. This approach improves
the feature separation process demonstrated by the EKF method.

Collectively, these contributions are significant for the target system which helps it deliver better
and more precise results in the given problem domain. The framework mentioned is light and thus
usable in any edge device, almost doing operations real-time and consuming minimal processing
overheads. Therefore, it is best for real-time applications. Since it is small, the integration process is
simple and has no impact on performance and functionality.

The article is organized as follows: Section 2 is a literature review, while Section 3 is the framework
which consists of preprocessing, silhouette extraction, feature extraction and discrimination. The
findings of the HAR system experiments and comparisons are discussed in the following Section 4.
This information proves the hypothesis and provides the proper data.

2 Related Work

Activity Recognition (HAR) has been a prominent research area, and both traditional and
machine learning-based approaches have been explored in this field. This section reviews the relevant
literature on traditional approaches and their limitations, followed by an overview of machine learning-
based techniques for HAR.

2.1 Traditional Human Activity Recognition Approaches

Classical HAR approaches feature rule-based systems, hand-crafted feature extraction, and
shallow machine-learning algorithms. Rule-based systems operate using a set of predefined rules and
logical conditions to detect particular events. While they enjoy expert knowledge and domain expertise,
limitations include rule specification, difficulties in dealing with complex activities, and inadaptability
to new or changing activities [5].

Handcrafted feature extraction is about manually creating features from sensor data that represent
activity patterns. Although these methods are popular, they are domain-dependent and may not
incorporate enough information for complex activity recognition [6].
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Also, one can use shallow learning algorithms in classification automation systems such as the
k-nearest neighbours (KNN) method, support vector machines (SVM) algorithm, and decision trees
algorithm. Nevertheless, they use human-crafted features and may find it challenging to represent
high-dimensionality and complex activity patterns, resulting in overfitting or underfitting in the case
of various datasets [7,8].

2.2 Machine Learning-Based Human Activity Recognition Approaches

ML models in particular are considered to be the beacon of hope within the scope of HAR as
conventional strategies do not solve all those problems. Types of deep learning such as CNNs and
RNNs have emerged as some of the best in identifying spatial and temporal characteristics from data
collected by sensors [9]. CNNs are very efficient in spatial pattern extraction, while RNNs, including
long shortterm memory (LSTM) networks and gated recurrent units (GRUs), adequately model the
temporal dependencies [10]. The performance of these models in complex activity recognition and
classification accuracy is auspicious [11].

The transfer learning methodologies are becoming popular in HAR where the pretrained models
installed on massive datasets are used. Refinements of these models on smaller activity recognition
datasets lead to better performance, less training time and overcoming the problem of scarce labelled
data [12,13].

The existing sensor data fusion techniques such as fusing data from several sensors has shown
potential in enhancing the accuracy of the activity recognition. Fusion could be done at different
levels, which are the feature level fusion, decision level fusion, and the sensor level fusion. Combining
data from different sensor like accelerometers, gyroscopes and cameras has enhanced the performance
and the generalization capability [14,15].

3 Proposed Model

Interactive recognition based on images is more complex than video action detection as a result of
the limited data, blurred background of the images, as well as vague attributes such as Similar looking
the semantics of interactions may be varied and training data includes large difficult-to-code amounts
of human interaction and Complex interaction marked-up data. This research aims to propose a
novel image-based approach for human interaction recognition (HIR), which outperforms the existing
approaches. The suggested HHI system’s architectural flow is depicted in Fig. 1.

The architecture flow diagram explains the system’s numerous components and their linkages.
EKF is an outstanding estimation algorithm especially when integrating image features. While
traditional Kalman Filters cannot make non-linear dynamics and measurement equations, EKF has
that capability and therefore is used in the context of image-based problems. The use of the EKF to
linearize non-linear functions allows for state estimation and tracking based on image features even
in noise and uncertainties. The EKF is similar to the traditional Kalman Filters but better suited for
systems that yield non-linear functions through the Jacobian linearization techniques. In HAR, the
EKF is employed to estimate and track activity states as well as performing various measurements
from sensors. This approach of linearizing non-linear functions with the help of the Jacobian matrix
defines the true dynamics of the system as was approximated by the EKF. This makes it possible
to estimate and track states accurately, irrespective of non-linearity. The fact that the EKF can
handle non-linear relationships between the measured or derived data and the activities improves
the HAR systems’ accuracy and performance. Conclusively, by addressing the non-linearities through
linearization in certain sections of the EKF, state estimation and tracking in HAR tasks is enhanced.
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This functionality enables the EKF to deliver resilient and precise estimates, including human activity
detection and image-based navigation. When the power of EKF is combined with image features,
researchers and practitioners can open the door to a new world in computer vision, image processing,
robotics, augmented reality, and autonomous systems. The EKF’s ability to deal with non-linear
systems and its combination with image features make it an essential instrument for state estimation
in image-based research and applications.

Figure 1: Architecture flow of our proposed HAR system involves preprocessing data frames,
silhouette and feature extraction, feature discrimination, and classification with XGBoost

3.1 Preprocessing

To avoid any incorrect human behavior estimation, some noise-removing preprocessing techniques
need to be included in input frames. This operation is essential in the accurate extraction of important
features. In this study, we propose a simplified preprocessing approach comprising two main steps:
To solve this problem the following two steps are suggested: (a) color space transformation and
(b) channel selection and the use of a Gaussian filter. The choice of preprocessing where the image
data is converted into another color space, the number of channels is decreased and applying a
Gaussian filter, is based on the enhancement of the process. These techniques are intended to mature
recognized information further and exclude noise to get higher-quality data for subsequent analysis
or recognition. Color space transformation enhances the feature extraction process and facilitates the
extraction of more relevant features than previously extracted features; channel selection/elimination
leads to the exclusion of irrelevant channels that would otherwise increase the system’s complexity
and noise. The Gaussian filter is used to blur the image, but while doing so, it tends to maintain
better details of the image and suppresses noise. These methods enhance the representations and
classification steps, providing the best predictive outcomes regarding computer vision and image-
processing plans.

3.2 Optimal Channel Selection

We conduct a color space transform on an input video frame, which changes it into another color
representation. The transformed color space divides the frame into channels, capturing certain image
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features. If the transformation produces a three-channel image, they are represented by C1(x, y) as red
color, C2(x, y) as green color intensity, and C3(x, y) blue color. To normalize these channels, one has
to divide them by the sum of the three channels. The overlying channels (C1, C2, C3) create a certain
type of importance to each channel. This is particularly useful in the case of images with relatively
low contrast because normalization will bring the intensities to the same range and hence we can
go to the next step. It eliminates biases that initial distributions may cause and helps in bringing an
algorithm to the right convergence. Normalizing the channels makes the images easily comparable
because it equalizes the data, which helps to put the best features of the image in order and thus
increases the reliability of the whole process. The transformed representation is calculated using the
following equations:

V_1 = 1/2 (C1(x,y) − C2(x,y) + C1(x,y) − C3(x,y)) (1)

G1 =
{
C1(x,y) − C2(x,y)

}
2

(2)

G2 = (
C1(x,y) − C3(x,y)

) (
C2(x,y) − C3(x,y)

)
(3)

Fig. 2 shows the transformed input image channels. Each channel is seen as a grayscale image,
giving insights into the source image’s color data, intensity, and other characteristics. This figure acts
as a demonstration of a multi-modal theme in the area of image analysis and processing. It provides
descriptions of the special characteristics shown by each channel and the role of the changed color
space in image analysis.

Figure 2: HSI Transformed representation of the original image

3.3 Gaussian Filter

Among image processing and computer vision applications, the Gaussian filter is a widely used
method to blur or smoother images [16,17]. It relies on the Gaussian function, which weighs the pixels
in an image. Our research uses a Gaussian filter in conjunction with transformed color space. The main
reason for using a Gaussian filter is that it can reduce the noise effectively, has linear shift invariance,
spatial localization and filter size selectable, and is optimal among the other filters.

The Gaussian filter is mathematically defined as follows:

G(x, y) = 1
(2πσ ∧2)

e− ((x∧2+y∧2))

(2σ∧2)) (4)
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Here, G(x, y) is given as Eq. (4) which is the Gaussian filter, e is the mathematical constant known
as Euler’s number, and σ is the standard deviation of the Gaussian function. The width of the Gaussian
function is defined by the standard deviation which controls the smoothening or blurring of the image
indeed. The outcome of the Gaussian filtering works is presented in the next figure, Fig. 3.

Figure 3: Gaussian filtering applied to highlighting the improved contrast and reduced noise in the
processed image as (a) hug (b) depart (c) approch and (d) kick

We have chosen the Gaussian filter for its simplicity and ability to remove image noise while
keeping the important details. Its implementation is essential in our study for correctly detecting
human activities. Our image-based human interaction recognition method performs much better when
we use a Gaussian filter on each channel after the color space transformation separately.

3.4 Silhouette Extraction

In addition, silhouette extraction is critical in computer vision tasks such as object recognition,
tracking, and segmentation [18]. This makes the silhouette extraction accurate and immune to
whatever statistical-based technique is used. Such models use statistical information to learn and
accomplish several tasks. The algorithm chosen for implementation is the GMM due to its capability of
modeling complex distributions of data, the flexibility of modeling multiple modes, probability density
function, the provision by which data points are probabilistically assigned, the procedure of locating
model parameters, and generative characteristics that make the method suitable for application in
clustering, density estimation and detection of anomalous data.

The approach recommended in this study is to use the Gaussian Mixture Model (GMM)
for silhouette extraction. We get the binary mask of the input image by employing two types of
thresholding methods and inverse thresholding methods. After that, GMM is used to segment the
image to obtain the silhouettes. The silhouette is a binary image where the foreground pixels represent
the subject and the background pixels are the parts of the background. The outcome is the second
monochromic image placed on top of the first coloured image but on the black background. Fig. 4
shows the results of the precision and the performance obtained by our approach in silhouette
extraction.
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Figure 4: Silhouette extraction using statistical method in the processed image as (a) hug (b) depart (c)
approch and (d) kick

The GMM formulation employed in the present study is defined by Eq. (5), where p(x) is prob-
ability density function, wi is the weight of the ith Gaussian component, is the Gaussian distribution
function, k is the number of Gaussian components, is the mean vector and is the covariance matrix.

p (x) =
∑

{i=1}{k} wiφ (x; μi, �i) (5)

Algorithm 1 : Silhouette extraction using statistical method (GMM)
Require: Frames
Ensure: A silhouette image on a black background and the original image with a silhouette overlay
1: function SilhouetteExtraction
2: OI ← readInputImage()
3: GI convertToGrayscale(OI)
4: backgroundSubtractor initializeGMMBackgroundSubtractor()
5: while True do
6: FGI ← backgroundSubtractor.apply(GI)
7: meanValue mean(FGI) � Compute the mean value of the foreground mask
8: if meanValue > T then
9: binaryMask ← threshold(FGI , T, 255, THRESH BINARY)

10: inverseMask ← bitwiseNot(binaryMask)
11: silhouetteImage bitwiseAnd(OI , OI , mask = inverseMask)
12: showImageOnBlackBackground(silhouetteImage)
13: showOriginalImageWithSilhouette(OI , silhouetteImage)
14: else
15: Continue � No silhouette detected, continue to the next iteration
16: end if
17: end while
18: end function

The silhouette extraction process by the statistical method (GMM) is presented in Algorithm 1,
where OI represents the input image, GI illustrates the grey image and FGI is the foreground image. This
algorithm appropriately isolates the silhouette of an object from an input image, rendering a silhouette
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image on a black background and the original image with the silhouette overlaid. To begin with, the
image is changed to grayscale. After that, GMM background subtractor is used and the foreground
mask is to be thresholded. When the mean of the values exceeds the limit, the mask is turned into an
inversed mask to binarize. The silhouette obtained is presented on a black background and the original
image is superimposed with the silhouette results shown in Fig. 4.

3.5 Process of Feature Extraction

I used a mix of BRISK, and SIFT methods to extract features, which helped in effectively
representing and characterizing visuals and features in the data.

3.5.1 Binary Robust Invariant Scalable Keypoints (BRISK)

BRISK is one of the best feature extraction and matching strategies used in many research studies
onomputer vision and image processing [19]. Leutenegger et al. [20] introduced BRI, which provides
a strong and efficient method for detecting and describing local image features. It is characterized by
using a binary descriptor, significantly reducing memory and computational requirements. The main
strength of BRISK is its robustness to all kinds of image transformations such as rotation, scaling,
and viewpoint changes. This is done using a scale-space pyramid and a multi-scale feature detection
approach. BRISK is found to be optimal for highspeed applications where efficiency and correctness
are necessary. The effectiveness of BRISK in applications like image matching, object recognition, and
visual tracking has been consistently proven in detailed evaluations performed on benchmark datasets.
Versatility, robustness, and computational efficiency among other qualities of BRISK have positioned
it as one of the most beneficial and frequently used tools in the dynamic field of computer vision.

The BRISK scale-space pyramid construction equation:

Li(x, y, σ) = G(x, y, σ) and I(x, y) (6)

In Eq. (6), Li(x, y, σ ) represents the level i of the scale space pyramid at the spatial coordinates (x,
y) and scale σ . Where G(x, y, σ ) is the Gaussian kernel at position (x, y) and I(x, y) is the image to be
smoothed. The next equation illustrates how the scale space pyramid is produced by convolving the
input image with the Gaussian kernels at varying scales. As a result, the obtained pyramid has several
levels, with each capturing image features at various scales, which play the role of the scale invariance
in the BRISK algorithm and results shown in Fig. 5.

3.5.2 Scale-Invariant Feature Transform (SIFT)

SIFT is a popular computer vision algorithm for finding and describing local image features. As
David Lowe proposed, SIFT offers tolerance to changes in scale, rotation, and affine transformations
[21]. The critical step in the SIFT algorithm is developing a scale-space representation using the
Difference of Gaussian (DoG) filters. This is performed by convolving the input image with a set of
Gaussian filters at different scales and subtracting the blurred images to generate the DoG pyramid,
undefined

D(x, y, σ) = (G(x, y, kσ) − G(x, y, σ)) ∗ I(x, y) (7)
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Figure 5: BRISK result shown as (a) hug (b) depart (c) approch and (d) kick

In this case, D(x, y, σ ) is the DoG response at the pixel points (x, y) and scale σ , and G(x, y, σ ) is
the Gaussian kernel at position (x, y) with standard deviation σ . k is a scaling factor that determines
the magnitude difference between neighbouring levels in the scale space. The DoG pyramid represents
important changes in pixel intensities at various scales, upon which the algorithm of extracting stable
and distinctive features in SIFT is based. The key points are then represented using orientation
histograms, yielding invariant and distinctive features that can be compared across different images or
used for various computer vision tasks. SIFT results shown in Fig. 6.

Figure 6: SIFT result shown as (a) hug (b) depart (c) approch and (d) kick

3.6 Skeleton Geometry features

The characteristics of skeleton geometry are important in the analysis of the human skeleton,
where information is extracted from the skeletal structure to understand human motion and behavior
[22]. These attributes represent the spatial relations and geometrical characteristics of important points
of the human skeleton, like the position of junctures and the length of bones. A popular method for
extracting skeleton geometry features is derived from the Euclidean distance between pairs of skeleton
joints. Distance calculations between particular joint combinations offer important information about
the human pose and movements.
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An equation commonly employed to calculate the Euclidean distance between two skeleton joints:

d{ij} =
√{(

xi − xj

)2 + (
yi − yj

)2 + (
zi − zj

)2
}

(8)

In Eq. (8), d {i,j} denotes the Euclidean distance between the i-th and j-th skeleton joints. The
coordinates of the i-th joint is written as (xi, yi, zi), the j-th joint is written as (xj, yj, zj). The formula
determines the three dimensional distance by adding the squares of the differences and then taking
the square root of the resultant value differences between the x, y, and z coordinates. Using Eq. (8),
features can be derived from the skeleton geometry, thus producing much information about the
skeleton structure and motion of the human being. Their results are shown in Fig. 7.

Figure 7: Skeleton Geometry features result shown as (a) hug (b) depart (c) approch and (d) kick

3.7 Feature Discrimination

Grey Wolf Optimization (GWO) can be tailored to deal with image features by representing
each image as a high-dimensional feature vector. These feature vectors reflect different attributes and
details that exist in the images. The optimization process of GWO next selects iteratively the most
significant features by changing the positions of the grey wolves in the search space. Every grey wolf
represents one of the potential feature subsets, and the position of a wolf gives information on whether
a particular feature is included in or out of the subset. The fitness of each grey wolf is assessed during
the optimization process by defining an objective function. This performance function measures the
discriminating power of the chosen features or how effectively they can solve an image processing task,
like image classification, object detection, and image retrieval. It is an algorithm derived from the social
interaction of the grey wolves. The fitness function is used to determine the quality of a solution in
terms of its performance or objective value. The fitness function is used to control the optimization
process and calculate the fitness values of the wolves in order to select the best solutions for further
evolution. This aids in arriving at the best or near-best solution to the optimization problem, such as
feature optimization.
→
Xi (t + 1) = →

Xi (t) + →
Vi (t + 1) (9)

In this Eq. (9),
→
Xi (t + 1) represents the new position of the i-th grey wolf at time t + 1.

→
Xi (t)

is the current position of the grey wolf and
→
Vi (t + 1) represents the velocity term, which controls

the movement of the grey wolf towards a new location. The velocity term
→
Vi (t + 1) is calculated as

follows:
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→
Vi (t + 1) =

→
A � →

D rand − →
Xi (t) (10)

In Eq. (10),
→
A is a uniformly chosen coefficient vector, and

→
D rand is a randomly selected vector

from the population of grey wolves. The equations control the motion and updating of the locations
of grey wolves in the GWO algorithm in image feature extraction. Iterating through these equations
enables the algorithm to navigate the feature space in search of the most informative and discriminative
image features, with the results shown in Fig. 8.

Figure 8: Discrimination of features over the (a) HMDB51 and (b) SUB-Interaction dataset

Using the grey wolves’ social hierarchy and hunting behaviour, the GWO algorithm searches
the feature space to reveal the most significant and discriminative image features. Reshaped by the
movements of the grey wolves which in turn are incepted by alpha, beta, delta, and omega wolves, the
search is directed to the regions of the feature space exhibiting probabilistic discriminative power. You
have utilized the GWO algorithm to extract features from the image; therefore, you have enlivened
collective wisdom and the hierarchy feature of grey wolves, improving the performance of image
processing tasks. The feature subset resulting from GWO optimization can enhance the efficiency of
many image analysis applications.

4 Experimental Analysis

The Extended Kalman Filter (EKF) is a famous estimation algorithm that couples the principles
of the Kalman Filter with non-linear system models [23]. The approach is especially useful for systems
that demonstrate non-linear dynamics and measurement equations. With the current estimated state
being used, the EKF linearizes the system’s non-linear functions, making the state estimation and
tracking somewhat effective. The EKF is a powerful and effective method of estimating the true state
of a system, even when noisy measurements are present, as it iteratively updates the estimated state
according to the incoming measurements. Due to its flexibility and efficiency, it is widely used in
numerous application areas including robotics, control systems, navigation, and others.
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4.1 SUB-Interaction Dataset

The SUB-Interaction dataset is a rich source for research on human interactions in video. This
dataset is a group of numerous small video fragments that are well described and reveal various aspects
of human communication. The SUB-Interaction dataset is a set of videos as RGB-D data representing
human interactions. 282 videos are filmed in different internal and external locations. As shown in
Fig. 8, these videos are categorized into 8 types of interactions: The activities which are made up
of pull, crawl, push, approach, handshake, hug, kick, pass object, punch and depart, are provided
with the people positions and orientations within the videos. This dataset has been widely used in
computer vision and machine learning to build models that automatically detecting and classifying
human activities from video clips.

4.2 HMDB51 Dataset

The set of video clips based HMDB51 dataset is common and extensively used libraries for human
action recognition in research. It consists of up to 51 action classes with people performing walking,
running, soccer play, and cycling activities. Action being done: Tapping every video clip of the database
helps surveyors develop and test algorithms for action recognition tasks. HMDB51 dataset is one
of the most famous activity detection datasets in the computer vision community as it is widely
used to evaluate various techniques. It represents a potent tool for creating algorithms that would
automatically follow and classify human activities in video data, helping the areas of video surveillance,
sports analysis, and gesture recognition, among others. The availability of the HMDB51 dataset has
led to the development of the field of human activity study and control from the visual data subfield.

4.3 Performance Evaluation

The suggested method was tested on the SUB-Interaction dataset, where it achieved 88% and
HMDB51 86% recognition accuracy using EKF. The conclusion is that the variations or instances
that do not appear in the training data may pose difficulties for the model when exposed to unseen
problems. One possibility of its failure might be the shortcomings of the training set, that is, its small
size and lack of balance between different classes; thus, increasing the size of the training dataset
and balancing the classes might solve this problem and minimize misclassifications. Figure confusion
matrix verifies the EKF-validated classification performance.

We analyzed the performance of our system on the SUB-Interaction dataset and attained an
overall accuracy of 88%. The model shows strong performance and attained excellent recognition rates
for all eight interaction classes, with F1-scores varying from 0.40 to 1.00. Our method successfully
attained a high recognition rate for various interactions. The suggested approach for identifying
human action in practical environments is shown in Table 1a and Fig. 9. We evaluated the performance
of our system to the interaction dataset of HBDB51, obtaining an excellent overall accuracy of 86%.
Our model showed a strong performance, being able to recognize all eight interaction classes well,
with its F1-scores of 0.77 to 0.97. Our method effectively gained a high level of accuracy in realizing
many interactions. The results provided show the efficiency and reliability of our proposed approach
for human action recognition in real-world environments, presented in Table 1b and Fig. 9.
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Table 1: Performance measures of (a) SUB-Interaction dataset and (b) HMDB51 dataset for HAR

Classes Recall Precision F1-score

(a)
Punch 1.00 0.50 0.67
Approch 1.00 1.00 1.00
Depart 1.00 1.00 1.00
Handshake 0.60 1.00 0.75
Hug 0.83 0.83 0.83
Kick 0.60 1.00 0.75
Pass object 1.00 0.71 0.83
Punch 1.00 1.00 1.00
(b)
Catch 1.00 0.94 0.97
Clap 0.80 0.90 0.85
Fencing 0.91 0.71 0.80
Kick 0.87 0.87 0.87
Hug 0.71 0.83 0.77
Punch 0.88 0.74 0.81

Figure 9: Confusion, matrix of a proposed HMM-based approach for recognising human interactions
(a) shows SUB-Interaction outcomes and (b) illustrates HMDB51-Interaction outcomes

Fig. 9 confusion matrix reveals that our technique recognized most interaction kinds with few
misclassifications. Our system for identifying human action in real-world surroundings works well
and is resilient.

The comparison table of both datasets for detecting human interactions is shown in Table 2.
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Table 2: An assessment of the accuracy of various action recognition approaches

HMDB51 dataset SUB-Interaction

Methods Accuracy Methods Accuracy

Autoencoders
(VideoMAE) [24]

0.62% Raw skeleton [25] 0.79%

VGGNet + ConvNets [26] 0.77% Joint feature [27] 0.80%
Temporal attention vectors
(TAVs) [28]

0.77% Hierarchical RNN [29] 0.80%

XGBoost [30] 0.88%
Our 0.86% Our 0.88%

5 Conclusion

The novel system for HAR proposed in this paper achieves an 88% and 86% accuracy on the SUB-
Interation and HMDB51 datasets, respectively. The proposed method consists of a few main steps:
improvement of the frame and extract, the outline, the feature, the fusion and discrimination, and the
classification by EKF. In other words, our method is computationally fast and low latency, which is
ideal for edge device real-time applications. The research findings of the thesis have significance in
computer vision and pattern recognition, with potential usage in biometrics, surveillance, and human-
computer interaction. For the further enhancement of the system, following are the future possible
enhancements can be associated with the deep learning method like CNN and RNN for the better
feature extraction and classification. Incorporating the CNNs and the RNNs with the current method
would enable the enhancement of feature optimization where CNN is used in the extraction of spatial
features while RNN is used in the modeling of temporal features resulting in better accuracy and
context. In addition, it is necessary to generalize by testing the methodology on larger data sets or in
more complex situations so that its generality and effectiveness in practice can be confirmed.
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