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ABSTRACT

Infrared small target detection technology plays a pivotal role in critical military applications, including early
warning systems and precision guidance for missiles and other defense mechanisms. Nevertheless, existing
traditional methods face several significant challenges, including low background suppression ability, low detection
rates, and high false alarm rates when identifying infrared small targets in complex environments. This paper
proposes a novel infrared small target detection method based on a transformed Gaussian filter kernel and
clustering approach. The method provides improved background suppression and detection accuracy compared
to traditional techniques while maintaining simplicity and lower computational costs. In the first step, the infrared
image is filtered by a new filter kernel and the results of filtering are normalized. In the second step, an adaptive
thresholding method is utilized to determine the pixels in small targets. In the final step, a fuzzy C-mean clustering
algorithm is employed to group pixels in the same target, thus yielding the detection results. The results obtained
from various real infrared image datasets demonstrate the superiority of the proposed method over traditional
approaches. Compared with the traditional method of state of the arts detection method, the detection accuracy of
the four sequences is increased by 2.06%, 0.95%, 1.03%, and 1.01%, respectively, and the false alarm rate is reduced,
thus providing a more effective and robust solution.
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1 Introduction

Imaging technology encompasses both visible light and infrared imaging. Visible light travels in
straight lines and has limited penetration. It is also susceptible to the influence of environmental
factors in its surroundings. Infrared imaging, in contrast, offers advantages including superior
penetration, high concealment, extended working distances, robust anti-interference capabilities, and
longer operational periods compared to visible light imaging. Consequently, the utilization of infrared
imaging technology for detecting small targets has been widely applied in military early warning,
missile tracking, precision guidance, and other sectors [|-5]. However, due to the extended distances
involved in infrared imaging, targets often occupy fewer pixels, resulting in a lack of corresponding
shape and texture details [6]. Moreover, challenges arise from factors such as intricate and varying
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backgrounds, a low signal-to-noise ratio, and substantial interference from bright pixels, all of which
considerably complicate infrared small target detection [7]. Consequently, the technique of detecting
infrared small targets remains highly challenging.

Algorithms for detecting infrared small targets are primarily categorized into two groups: multi-
frame detection based on spatio-temporal filters and single-frame detection based on spatial filters.
Multi-frame detection involves processing multiple frames, resulting in complex and time-consuming
algorithms that demand significant amounts of computational resources. This type of approach thus
finds better applications in scenes with static backgrounds and lower real-time requirements [8]. It
is noteworthy that much of the multi-frame detection methodology is built upon the foundations of
single-frame detection methods [9]. Single-frame detection algorithms generally perform detection
based on the spatial information of small targets. Such approaches often require less computational
loads, resulting in shorter detection time, heightened detection flexibility, and broader applicability.
Consequently, single-frame detection methods have gained substantial favor among scholars [10].
Single-frame detection methods can be primarily categorized into four types: those based on back-
ground estimation models, low-rank sparse decomposition models, the utilization of human vision
mechanisms, and the application of deep learning models.

1.1 Related Work

At present, models for infrared small target detection algorithms based on single-frame images
are mainly categorized into four types: background estimation models, low-rank sparse decomposition
models, human vision mechanism models, and deep learning models.

Detection methods based on the background estimation model assume that the background
undergoes gradual changes and neighboring pixels exhibit high correlations. However, a target serves
as a critical element in disrupting this correlation, allowing for the separation of the subtly evolving
background and the significantly salient small target through their differences. Notable techniques
within this category encompass maximum mean/maximum median filtering [! 1], two-dimensional
least mean square (TDLMYS) filtering [12], morphology-based TOP-HAT transform [ 3], high-pass
filtering [14], and wavelet transform [15]. Cao et al. [16] utilized the maximum inter-class variance
method to improve morphological filtering. These methods offer swift execution, yet they grapple with
challenges in attenuating high-frequency noise [17], leading to less-than-optimal detection outcomes.

Unlike background estimation models, infrared small target detection methods based on low-rank
sparse decomposition exhibit superior background suppression capabilities. These methods decom-
pose infrared images into three components: background, target, and noise. The target component
is assumed to be sparse, the background is low-rank, and the noise follows a zero-mean Gaussian
distribution. This approach formulates small target detection as a robust principal component
analysis (RPCA) problem [18]. Gao et al. [19] proposed the Infrared Patch Image (IPI) model, which
improved the characterization of the background’s low-rank property. Subsequently, Guo et al. [20]
developed the Reweighted IPI (ReWIPI) model, and Zhang et al. [21] introduced the Non-convex
Rank Approximation Model (NRAM). Furthermore, multi-subspace methods have been explored,
such as the Stable Multisubspace Learning (SMSL) model [22] and the Improved Self-regularization
Weighted Sparse (SRWS) model [23], which extract clutter and constrain the background through
multiple subspaces. However, these methods are computationally complex and heavily rely on the
sparsity of the target.

Detection methods based on human visual mechanisms are inspired by the human visual system,
treating small targets in infrared images as salient regions to be enhanced, while background areas are
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treated as irrelevant and suppressed. This increases the contrast between the target and its surrounding
background. The Local Contrast Measure (LCM), proposed by Chen et al. [24], is a classic method
that has been refined over time. Wei et al. [25] proposed the Multiscale Patch-based Contrast Measure
(MPCM), and Han et al. [26] introduced the Relative Local Contrast Measure (RLCM), which
suppresses background clutter through ratio and difference forms. Han et al. [27] further developed the
multiscale Tri-Layer Local Contrast Measure (TLLCM), which enhances the target before calculating
local contrast. Other advancements include the Weighted Strengthened Local Contrast Measure
(WSLCM) [28] and the Global Contrast Measure (GCM) [29]. However, when background edges
or high-intensity pixel noise are present in the image, these algorithms often struggle to effectively
distinguish between the target, background, and noise.

With the continuous development of artificial intelligence, methods based on deep learning
are becoming increasingly prominent. They have shown significant advancements [30-34], with
superior accuracy and robustness compared to traditional methods. However, this does not mean
that traditional methods can be completely abandoned, and only deep learning methods can be
studied in the future. Both traditional methods and deep learning-based methods have promising
prospects in the field of infrared small target detection. In the future, traditional methods and deep
learning techniques can be combined to leverage the benefits of traditional methods, such as lower
computational complexity and higher interpretability, along with the strengths of deep learning
methods, such as robust learning capabilities and adaptability to various environments.

In this paper, a new infrared small target detection algorithm based on a novel filter kernel is
proposed, departing from the traditional detection algorithm. This method features a simple structure
akin to the background estimation model, yet it excels in eliminating high-frequency noise and
enhancing detection accuracy. The detailed model architecture is presented in Section 2. Although
the algorithm proposed in this paper falls short of the detection performance achieved by current
deep learning methods, it offers a valuable framework for future researchers to build upon.

This study focuses on single-frame infrared small target detection, which is critical in scenarios
requiring real-time processing or when computational resources are limited. While multi-frame and
sequence-based detection methods have their merits, they are beyond the scope of this work.

1.2 Motivation

The Gaussian filter kernel is a type of filter characterized by a high center weight and low edge
weight, commonly known as a Gaussian low-pass filter. Its principle is based on the properties of the
Gaussian function, wherein a two-dimensional space, the weight assigned to each pixel is inversely
related to its distance from the center pixel—the closer the pixel, the higher the assigned weight. This
filter is effective in removing noise and smoothing details in the image. However, due to its suppression
of high-frequency information, it also tends to blur small targets in infrared imagery, causing the pixel
values of these targets to become more similar to the surrounding background, thus reducing the
visibility of the small targets. The Difference of Gaussian (DoG) method, as proposed in literature [35],
is an edge and contour detection technique that operates by subtracting the results of two Gaussian
low-pass filters applied at different scales. This approach enhances the high-frequency components,
effectively highlighting the edges and contours within the image.

Additionally, existing Gaussian filters also include the Gaussian high-pass filter, characterized by
high edge weights and low center weights. This filter enhances high-frequency information within the
image and accentuates target edges by subtracting the results of low-pass filtering. The theoretical
foundation of the Gaussian high-pass filter is thoroughly discussed in the literature [36], where
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the Gaussian Local Contrast Measure (GLCM) is introduced. The GLCM model enables adaptive
filtering based on target size by combining Gaussian high-pass and low-pass filters (i.e., Gaussian
kernel and anti-Gaussian kernel), providing a flexible approach to target detection and contrast
enhancement.

However, the classical anti-Gaussian kernel (as defined in Eq. (1)) may exhibit suboptimal filtering
performance due to its insufficient convergence rate. To address this limitation, we introduce an
improved filtering method with enhanced convergence characteristics.
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The general infrared small target detection methods based on background estimation often result
in residual background clutter and high-frequency noise even after preprocessing and threshold
segmentation. To address these challenges, an additional step involves selecting the results derived
from threshold segmentation to isolate the ultimate target for detection.

Drawing from the above considerations, this paper presents an innovative infrared small target
detection approach. The contributions are outlined as follows:

1) A novel filter kernel model, the transformed Gaussian filter kernel, has been designed. By
calculating the difference between the transformed Gaussian filter results and the Gaussian high-pass
filter results, this method effectively highlights small targets, enhances background suppression, and
increases the contrast and differentiation between the target and the background.

2) To further enhance detection accuracy and minimize false alarms, an approach that selects
targetsafter threshold segmentation is introduced. This technique involves cluster analysis.

The subsequent sections are structured as follows: Section 2 elaborates on the construction of the
filter kernel and the detection process as proposed in this paper. Section 3 details the composition
of the datasets along with the comprehensive presentation of experimental results and data analysis.
Finally, Section 4 provides a summarized overview of the paper.

2 The Proposed Approach

The infrared small target detection algorithm proposed in this paper is mainly divided into three
steps, as shown in Fig. 1. The initial step involves acquiring a different image. In this phase, the original
infrared image containing a small target undergoes processing using both the constructed transformed
Gaussian filter and the Gaussian low-pass filter. Subsequently, the outcomes of these two processes
are subtracted to yield a difference image. The second step entails adaptive threshold segmentation.
This phase effectively eliminates the majority of background noise from the different images, along
with other minor clutter, through the application of adaptive threshold selection. This step serves to
ascertain whether a pixel point is classified as belonging to a small target or not. In the final step,
areas for small targets are generated through the application of the fuzzy C-mean clustering algorithm
to the threshold-segmented image, effectively isolating the small targets. Upon completing these three
steps, the desired small target image is obtained. Nonetheless, the parameterization of each of these
steps remains to be determined. Optimal detection outcomes can only be achieved by selecting suitable
and universally applicable parameters. This study exclusively addresses infrared small target detection
using single-frame images. Detection methods based on infrared image sequences are not within the
scope of this paper.
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Figure 1: Flowchart of the proposed infrared small target detection algorithm

2.1 Construction of the Transformed Gaussian Filter Kernel

The Gaussian low-pass filter effectively blurs small targets in the image by smoothing the pixel
values, causing the target area to gradually resemble the surrounding background. This process
diminishes the prominence of the small target within the image. While this filtering helps reduce
high-frequency noise, it may also lower the contrast between the target and background, potentially
impacting detection accuracy. In contrast, the Gaussian high-pass filter sharpens small, blurred targets
by enhancing high-frequency components, thereby emphasizing edges and details. The core principle
involves preserving high-frequency information while suppressing low-frequency components, thus
improving the visibility of small targets. These two filters are often used as complementary operations
in image processing: the Gaussian low-pass filter for noise reduction and the Gaussian high-pass filter
for target enhancement, as illustrated in Fig. 2.

High center weight

High edge weight

~~Low edge weight —— Low center weight —7 |
Gaussian high-pass Gaussian low-pass Transformed
filter filter Gaussian filter

Figure 2: Gaussian filtering model 3D drawing

However, experimental results indicate that directly applying the Gaussian low-pass and high-
pass filters to infrared small target images and computing their difference does not yield optimal
detection performance at the target locations. This suboptimal outcome may be attributed to the
Gaussian high-pass filter’s amplification of high-frequency noise, which insufficiently enhances the
contrast between the target and the background. Consequently, using the difference between these
two filters as a detection strategy results in less effective detection performance.

To address this issue, a novel transform Gaussian filter kernel is proposed as a replacement for the
traditional Gaussian high-pass filter kernel. The transform Gaussian filter kernel enhances the features
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of small targets through an asymmetric weight distribution. Specifically, the filter’s weights increase
progressively from the center towards the periphery, with higher weights assigned to regions farther
from the center. This design amplifies the pixel contrast within the target area, thereby improving
target detection performance.

Assume the center of the filter kernel is located at (0, 0), with the surrounding square template
having a size of 2d. Let the position of a pixel be denoted as (x, ), and the distance from the center as
r = /x? + )2 Based on this setup, the weight of each pixel in the transformed Gaussian filter kernel
is defined by the following equation:

1 _ea?
a)(x’y)= mse 27 s (2)

where s represents the standard deviation of the transformed Gaussian filter kernel.

Fig. 2 displays the 3D representation of the constructed transformed Gaussian filter model. The
figure reveals that the transformed Gaussian filter exhibits a more pronounced transition from the
center to the periphery compared to the Gaussian high-pass filter. This heightened contrast enhances
the prominence of the central image region, rendering the small target more discernible and visually
accentuated.

The transform Gaussian filter kernel assigns higher weights to pixels farther from the center by
incorporating a distance factor » — d. Unlike traditional Gaussian high-pass filters, which typically
apply uniform enhancement across all distances, this design allows the proposed method to more
effectively highlight small target features, thereby improving detection performance.

Gaussian high-pass filtering enhances image details by removing low-frequency components and
retaining high-frequency details and edges. However, this method is sensitive to high-frequency noise,
which can lead to unstable detection results when processing noisy or low-contrast images, ultimately
affecting the accurate detection of small targets. In contrast, the transform Gaussian filter makes
small targets in the central area of the image more prominent through a carefully designed weight
distribution. This approach not only preserves the details of small targets but also effectively suppresses
background noise, thereby significantly improving the contrast and saliency of the targets. The design
not only enhances the brightness and contrast of small targets visually but also achieves stronger noise
suppression and target prominence functionally, providing a more stable and accurate solution for
infrared small target detection.

2.2 Finding Parts of an Image that May Be Small Targets

In infrared images, the area of interest typically corresponds to small targets. These small targets
appear as “dots” in grayscale images, usually consisting of fewer than 80 pixels, although slightly larger
targets may exceed this pixel count. A common characteristic of these small targets is that their pixel
values are highest at the center and gradually decrease towards the periphery. This pixel distribution
closely resembles the shape of a Gaussian function [36]. Consequently, Gaussian filters have been
widely used in infrared small target detection.

The Gaussian low-pass filter is commonly used for noise reduction by smoothing the image, sup-
pressing high-frequency noise, and emphasizing the target’s low-frequency information. In contrast,
the Gaussian high-pass filter enhances edge and detail information by amplifying the high-frequency
components in the image. In this paper, we first apply the Gaussian high-pass filter to process the
original image. Let I represent the original infrared image of size m x n. After convolution with the
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Gaussian filter template, the resulting processed image can be expressed as:
L =1xG(x,)y), (3)

where I, represents the pixel value of the original image after Gaussian filtering, while G (x, y) denotes
the Gaussian high-pass filter kernel characterized by a high center weight and low edge weight. Its
mathematical expression is given by:

I m)’
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where (x,,y,) denotes the coordinates of the Gaussian filter kernel’s center, and o represents the
standard deviation of the Gaussian distribution, which determines the spread range of the filter kernel.

G(x,y) =

Next, the original image was convolved with the transform Gaussian filter template to produce
the image processed by the transform Gaussian filter. The resulting calculation is as follows:

L=1%xw(x,y)), %)

where I, represents the pixel value of the image after the original image is computed by a transformed
Gaussian filter.

Due to the significant difference in the pixel value magnitudes of the original image after applying
the two filters, directly computing their difference may render the filtering results with smaller pixel
values ineffective. Therefore, it is necessary to standardize the two filtered images before performing
the difference operation. The Gaussian filtering results are standardized first, with the calculation
process as follows:

_ Il (an/) - Ilmin

I (x,y) = (I<x<ml<y<n), (6)

I] max Il min o o a o
where [, and [, represent the minimum and maximum pixel values in the image processed
by the Gaussian filter, respectively. Similarly, the results of the transformed Gaussian filtering are
standardized, with the calculation formula as follows:
/ L (x,y) — L
Ley = 28D b g oy 1<y <), (7
IZmax - IZmin

This standardization ensures that both filtering results are brought to the same scale, thereby

enhancing the accuracy and effectiveness of the difference calculation.

To illustrate, consider an infrared small target image containing two small targets. Upon process-
ing and normalization by Gaussian high-pass filtering and transformed Gaussian filtering, a 3D map
is generated. This map is depicted in Fig. 3. Upon examination of the figure, it becomes apparent
that the pixel values within the small target region, as processed by the transformed Gaussian filter
outlined in this study, are notably higher compared to those processed by the Gaussian high-pass filter.
This discrepancy suggests that the transformed Gaussian filter kernel introduced in this paper yields
significantly enhanced results for small target enhancement. A detailed experimental comparison of
the two filters is given in Section 3.4,

Fig. 4 shows the results obtained by the proposed approach in the detection of small targets in
an infrared image. By subtracting the results of the two aforementioned filter normalization processes
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and then taking the absolute value, we derive a difference image denoted as D. This difference image’s
3D representation is illustrated in Fig. 4f.

p=|f-1]. ®

© Z1=1.0000
72=0.7657

© Z1=0.5650
| 72=0.6002 |

High-pass Gaussian filtering Transform Gaussian filtering

Figure 3: Comparison of the results of Gaussian high-pass and transformed Gaussian filtering of the
original image containing two small targets

© ()

Figure 4: 3D map of the original image and the processing results of each part of the image: (a) original
image, (b) 3D map of the original image, (c¢) 3D map of the transformed Gaussian filtering processing
results, (d) 3D map of the Gaussian filtering processing results, (¢) the results of the small target
detection, (f) 3D map of the difference image, (g) 3D map of the denoised image, (h) 3D map of the
clustered image

Upon comparing Fig. 4b,f, it becomes evident where the small target is situated. In contrast,
the background clutter appears more uniform in the original image. The process of applying the
transformed Gaussian filter and Gaussian filter, followed by subtraction, is akin to undergoing two
closely related filtering stages before computing the difference. As a result, the background clutter
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in the different images is subdued and not as prominent, sharply contrasting with the distinct small
target area.

In the process of determining the position of a small target in an image, the selection of several
hyperparameters is crucial, including the sizes of the two filter templates and the setting of the filter
standard deviation. Using three infrared small target images as examples, we studied the relationship
between the standard deviation and filter template size for both Gaussian low-pass filters and
transform Gaussian filters and their effects on target enhancement. Additionally, we conducted a
detailed sensitivity analysis of these hyperparameters. The results are presented in Tables | to 4, where
the data represent the contrast value between the target area and the surrounding background area.
Specifically, 7, represents the result of the original image after Gaussian low-pass filtering, I, represents
the result after transforming Gaussian filtering, and D represents the differential image.

Table 1: Effect of Gaussian low-pass filter standard deviation on contrast

Figure o 0.5 1 2 3 4 5 6

1, 0.3799 0.3363 0.2248 0.1362 0.0857 0.0597 0.0455
D 1.7401 1.8885 2.2945 3.2875 3.7435 3.9284 4.0127

0.4966 0.3914 0.2069 0.1083 0.0621 0.0402 0.0287
17.516 9.2367 8.3669 9.9738 9.7144 9.3916 9.1756

I, 0.4512 0.4100 0.3159 0.2397 0.1900 0.1609 0.1436
D 3.0859 1.1678 4.2252 4.5947 4.3817 4.2128 4.1050

o =

Table 2: Effect of Gaussian low-pass filter template size on contrast

Figure Template size 3 5 7 9 11 13 15
I, 0.3536  0.2866  0.2160  0.1570  0.1144  0.0866  0.0697
D 1.9044  1.7494 2.2157 2.8133 3.2948 3.5866  3.7891
I, 0.4969 0.4966 0.4966 0.4966 0.4966  0.4966  0.4966
D 17.523 17.516 17.516 17.516  17.516 17.516 17.516
I, 0.4258  0.3650  0.3111  0.2692  0.2380 0.2156  0.2002
D 1.4828 24117 4.5091  4.7819  4.6577 4.5372 4.4417

Table | illustrates the effect of the standard deviation of Gaussian low-pass filtering on the
contrast ratio. As shown in Table |, the contrast ratio increases with the standard deviation, indicating
that Gaussian filtering enhances image smoothing. However, from the contrast values of the difference
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images in the 2nd and 3rd plots, it is evident that a larger standard deviation is not always better; it
must be optimized in conjunction with the parameter settings of the transform Gaussian filter to
achieve the best results. Table 2 presents the effect of the Gaussian low-pass filter template size on
contrast. As the filter template size increases, the smoothing effect improves, leading to higher contrast
in the differential image. However, if the template is too large, it can result in the loss of target details.
Therefore, it is essential to strike a balance between smoothing and detail retention.

Table 3: Effect of transform Gaussian filter standard deviation on contrast
S 0.5 1 2 3 4 5 6

I, 03916 0.3917 0.3918 0.3918 0.3918 0.3918 0.3918
D 37472 3.7828 3.7904 3.7912 3.7915 3.7917 3.7918

I, 0.4906 0.4966 0.4999 0.5006 0.5009 0.5010 0.5011
D 11.6835 11.8658  11.9967  12.0239  12.0336  12.0381  12.0406

I, 04190 0.4199 0.4202 0.4202 0.4203 0.4203 0.4203
D 3.7563 37734 3.7791 3.7800 3.7803 3.7805 3.7805

)]
c
=
(¢]

Table 4: Effect of transform Gaussian filter template size on contrast

Figure Template size 2 4 6 8 10 12 14
I, 0.3918 0.3217 0.2501 0.1895 0.1478 0.1164 0.0892
D 2.3500 1.7401  1.7257 1.9252 22284 24931 2.7223
I, 0.4769  0.3349  0.2053  0.1339  0.0908  0.603 0.0359
D 15.624 17.516  16.113  15.559 14908 14.479 14.089
I, 0.4751  0.4102 0.3397 0.2878  0.2535  0.2287  0.2073
D 2.6041 3.0859 5.4519 6.1332  5.8157 5.5734 53952

Table 3 illustrates the effect of the standard deviation of the transformed Gaussian filter on
contrast. Within the standard deviation range of 0.5 to 6, the contrast value between the target region
and the surrounding background region, after processing with the transformed Gaussian filter and in
the differential image, exhibits minimal change. This indicates that the detection algorithm proposed
in this paper is not particularly sensitive to the standard deviation of the transformed Gaussian filter,
thereby enhancing the algorithm’s robustness in practical applications. Table 4 depicts the effect of the
size of the transformed Gaussian filter template on contrast. As the filter template size increases, the
contrast value of the 7, image gradually decreases, reducing the prominence of the target. In differential
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images, the contrast value will reach a maximum saturation point. Therefore, the smaller the filter
template, the better the prominence effect on the target.

The standard deviation of the Gaussian low-pass filter determines the smoothness of the image.
Generally, if the target is small or the noise level is high, a larger standard deviation should be
selected to achieve better smoothing; otherwise, a smaller standard deviation is sufficient. The standard
deviation of the transformed Gaussian filter dictates the degree of target enhancement. A larger
standard deviation results in better enhancement of the target. If the edge information of the small
target is weak or the background is more complex, a larger standard deviation is advisable; otherwise,
a smaller standard deviation can be used. However, the final detection effect is determined by the
difference image of the two filtering results, so the template size with the best difference image effect
should be selected based on the above principles.

Gaussian low-pass filtering is primarily used to smooth the image and remove noise and fine
details, so the filter template size should be as large as possible to retain the overall structure of the
target. On the other hand, the transformed Gaussian filter is designed to enhance high-frequency
information and highlight the edge details of the target. Therefore, the template size should be kept as
small as possible to preserve the fine details of the target.

2.3 Adaptive Thresholding Segmentation

Alongside the presence of small targets within the different images, one encounters background
noise and minor clutter. To address this, the paper employs the adaptive threshold segmentation
method to assess, pixel by pixel, whether it qualifies as part of the small target region. Specifically,
if a pixel’s value surpasses a predetermined threshold, it is categorized as foreground; otherwise, it is
assigned to the background. Denoting the candidate target image as /, this threshold segmentation
process is expressed as represented in Eq. (9).

I, (x,y) =D (x,y) D(x,y) = Th ©)
I, (x,»)=0 D(x,y) < Th’

the adaptive threshold 77 is defined as follows:

Th = up + kep, (10)

where u, and ¢, are the mean and standard deviation of the difference values D for all pixels,
respectively, and k is the influence factor for threshold, which is usually constant.

Observing Fig. 4g, it becomes evident that the denoised difference image effectively eliminates the
majority of background noise. The residual noisy pixel values that persist are comparatively closer in
magnitude to the pixel values of the small target. Nevertheless, these remaining noisy pixels lack the
distinct prominence exhibited by the small target.

2.4 Image Clustering Process to Extract Small Targets

Following the aforementioned steps, Fig. 42 demonstrates that the most prominent aspect of
the image is the desired final small target, closely followed by the presence of other minor noises.
Consequently, the entire image’s pixels can be classified into three distinct categories. The first
comprises the small target pixel region, the second encompasses the area containing other noise, and
the third pertains to the background noise and other minor noise regions that were eliminated during
the threshold segmentation process. To effectively separate the small targets from these categories, the
method of clustering is employed. The remaining foreground section, once threshold segmentation
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is completed, is subjected to clustering. This process clusters pixels belonging to the same target,
facilitating the isolation of the small targets to be detected.

The fuzzy C-mean clustering algorithm is employed to refine the objective function, thereby
determining the degree of association between each sample point and all the class centers. This
affiliation degree governs the classification of sample points, automating the process of sample data
categorization. Each sample is assigned an affiliation function indicating its connection to each cluster.
Subsequently, the samples are categorized based on the magnitude of their affiliation values. The
mathematical representation of the objective function is presented in Eq. (11).

N C
m
I = E E uj;

=1 j=1

' 1<m< oo, (11)

|xi_‘71|

where m is the number of clusters of clustering, which is set to 2 in this paper, N is the total number
of pixels, C is the number of clustered pixel centers, x; denotes the ith pixel value, ¢; denotes the jth
clustering center, u; denotes the affiliation degree of the pixel value x; to the clustering center ¢;, and
the expressions of u; and ¢; are as follows:

1

ZC Hx, _ CJH m—1
S I — el
_ Zf\/:l u:;x" 13
¢ = S (13)
i=1 i

After several iterations, the value of the affiliation matrix u; obtained from two similar iterations
is compared, and the iteration is terminated if it does not exceed a very small set constant.

Based on the preceding analysis, the outlook can be broadly divided into three components. In
the pursuit of enhancing the resilience of the ultimate detection outcomes, this study configures the
number of clustered pixel centers as 4. This selection effectively aids in the improved filtration of noise
that closely aligns with the value of small target pixels, thereby leading to more optimal detection
results.

3 Experimental Results and Analysis

To demonstrate the detection prowess of the algorithm proposed in this paper, this section
conducts qualitative and quantitative analyses. The paper starts by presenting the parameter config-
urations of the baseline method along with details about the employed dataset. Following this, an
introduction to various evaluation metrics is provided. Subsequently, the ideal parameter settings for
the proposed method are outlined. The paper proceeds with a comprehensive comparison between
the proposed approach and the baseline method. Finally, a thorough complexity analysis of the
proposed method is presented, accompanied by a comparative assessment of the runtime performance
across each detection method. All experiments were executed on a computer equipped with a
3.70 GHz Intel Core 15-12600K Central Processing Unit (CPU), and 16.0 GB Random Access Mem-
ory (RAM), and the code was implemented using Matrix Laboratory (MATLAB) 2023a software.
The experiment of the deep learning method adopts Ubuntul8.04 operating system, Pytorch 1.8.0
deep learning framework, 11.1.1 version of Compute Unified Device Architecture (CUDA).
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3.1 Parameter Setting

The algorithm proposed in this paper is compared with four traditional methods: TOP-HAT
[13], LCM [24], MPCM [25], and RLCM [26]. Additionally, we also compare it with the Dense
Nested Attention Network (DNANet) [30], which is a deep learning-based approach. Although these
traditional methods are not recent, they remain authoritative within the detection field. This paper
introduces a novel filter kernel that is more concise than many of the leading detection algorithms
developed in recent years. The parameters for the baseline methods were configured according to the
authors’ recommendations, as detailed in Table 5.

Table 5: Baseline method parameterization

Algorithm Parameter setting

TOP-HAT Structure shape: 5 x 5

LCM Slide windows size: 3 x 3, 5x 5, 7x 7,9 x9
RLCM scale =3,K, =[2,5,9], K, =[4,9, 16]

MPCM Mean filter size: N x N, N =3,5,7,9

DNANet Learning rate: 0.05, batch size: 16, epoch size: 1500

The datasets for the four sequences are sourced from [37-39]. These datasets encompass images
captured in three distinct scenarios: air, land, and sea. They include a diverse range of attributes,
including varying levels of signal heterogeneity, single and multi-target instances, and small targets
characterized by pixel counts below 80. Additionally, slightly larger targets with pixel counts exceeding
80 are also incorporated. Comprehensive details regarding the datasets for each of the four sequences
are provided in Table 6.

Table 6: Details of the datasets

Seq Frame  Target  Background details
number number

1 410 453 Sky-cloud-ground-tree-crowd background; Heavy random noises.

2 383 432 Sky-cloud-ground-tree-building-crowd background; Heavy random noises.
3 403 561 Sky-cloud background; Heavy clutters; Heavy random noises.

4 346 548 Sky-cloud background; Heavy clutters.

3.2 Evaluation Indicators

Three metrics have been selected to assess the detection capabilities of the proposed method.
These quantitative evaluation criteria include Signal-to-Clutter Ratio Gain (SCRG), Background
Suppression Factor (BSF), and Contrast Gain (CG). These metrics serve to evaluate both the global
background suppression capability and the local target enhancement capability. The mathematical
expressions for these metrics are as follows:

SCR
out 14
SCR. (14)

SCRG =
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where SCR,, and SCR,,, represent the SCRG of the original and processed images, respectively, and
SCR has the value of:

SCR = M’ (15)

(o]
where p, denotes the mean gray value of the target region, and p, and o, denote the mean gray value
and standard deviation of the local neighborhood, respectively.

BSE = (16)

J()MT

where o,, and o, represent the standard deviation of the original and processed images, respectively.
CON,

out 1 7
CON. (17)

where CON,, and CON,,, represent the contrast of the input and output images, respectively, and the
value of CON is

CON = |, — s, (18)

where 1, and u, have the same meaning as in Eq. (15).

CG =

Higher values of SCRG and BSF reflect the algorithm’s effectiveness in enhancing targets while
suppressing background interference. Similarly, greater values of CG indicate the algorithm’s superior
proficiency in detecting small infrared targets.

To assess detection accuracy, the Probability of Detection (PD) and False-Alarm Rate (FA) are
employed. These metrics are visually depicted through the Receiver Operating Characteristic Curve
(ROC) [40]. In the ROC curve, the horizontal axis represents FA, while the vertical axis signifies PD.
The PD and FA values for various algorithms across different thresholds are determined by adjusting
thresholds. The mathematical expressions for PD and FA are as follows:

number of true detections
PD = = 4 : (19)
number of actual targets

number of false pixels detection

FA =

= ) 20
number of total pixels in images 0)

3.3 Parameterization of the Proposed Method

The proposed method involves determining five key parameters: the template size and standard
deviation for transformed Gaussian filtering, the template size and standard deviation for Gaussian
low-pass filtering, and the hyperparameter k. The hyperparameter k is uniformly set to 8. The selection
of these parameters is significantly influenced by factors such as varying sizes of small targets, distinct
intensities, and varying background complexities found in real infrared images. To achieve enhanced
small target visibility and effective blurring, the experimental trials conducted on real infrared images
employed a 2 x 2 template for transformed Gaussian filtering to retain intricate target details, while
a 13 x 13 template was chosen for Gaussian low-pass filtering to eliminate noise and retain the
overall target information. Through extensive experimentation, it has been established that altering the
template size of Gaussian low-pass filtering 13 x 13 yields minimal overall result variations. However,
the dimensions of the template for transformed Gaussian filtering significantly influence the outcomes.
The specific settings for the filtering standard deviations corresponding to Seql—4 are meticulously
presented in Table 7.
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Table 7: Seql—4 filter standard deviation setting

Seq s o
1-2 0.5~6 5
34 0.5~6 0.5

3.4 Comparison of Algorithms

To compare the effectiveness of the transform Gaussian filter proposed in this paper with the
original Gaussian high-pass filter in highlighting small targets, Fig. 5 presents four comparison images.
These images include 3D maps of the difference images obtained by processing with the Gaussian
high-pass filter and Gaussian low-pass filter, as well as 3D maps of the difference images obtained
by processing with the transform Gaussian filter and Gaussian low-pass filter. A 3D map is created
based on the location and intensity of each pixel in an image, where its x and y axes represent the
location of a pixel and its z-axis describes pixel intensity. To ensure a fair comparison, the parameters
for the Gaussian low-pass filter are kept consistent. As clearly illustrated in Fig. 5, the difference image
generated by the Gaussian high-pass filter retains excessive background clutter, and the small targets
are not effectively enhanced. This contrasts significantly with the different images produced by the
transform Gaussian filter, which demonstrates superior performance. Therefore, the combination of
the original Gaussian high-pass filter and Gaussian low-pass filter does not achieve the desired effect
in highlighting small targets in infrared images, leading to suboptimal detection results. In contrast,
the method proposed in this paper shows significantly better performance in this regard.

To facilitate a comparison of detection capabilities across different algorithms, Figs. 6 and 7
illustrate the performance of diverse methods on distinct images. Analyzing the sample images in
Fig. 6, it becomes evident that the LCM method yields the least favorable performance among the
algorithms considered. It merely leads to target “inflation,” failing to effectively suppress background
or enhance targets. The RLCM method exhibits an improvement compared to LCM, proving more
effective on images with simpler backgrounds. However, it remains susceptible to background clutter
and displays numerous false target points in images with intricate backgrounds. The MPCM method
displays superior performance solely on the seventh image while being impacted by background
noise and clutter. The TOP-HAT algorithm similarly excels on images with isolated backgrounds but
encounters challenges posed by edges and potent clutter. In contrast, the approach outlined in this
paper excels in both background suppression and target enhancement. Although its performance on
the fourth image isn’t as pronounced as that of the RLCM method, it offers a unique advantage in
detecting intricate target shapes. Notably, the RLCM method tends to overly constrict targets, leading
to the detection of only a few pixels, whereas the proposed method captures the target’s shape more
comprehensively.

Fig. 7 presents the conclusive detection outcomes attained by various algorithms. In this depiction,
red circles are employed to indicate the location and quantity of small targets. An observation from the
figure reveals that both the LCM and TOP-HAT algorithms yield a higher count of false alarm points
in their detection outcomes. Particularly, the LCM algorithm even demonstrates a prevalence of false
alarm blocks, consequently exhibiting a lower success rate in detection. Notably, the LCM and MPCM
algorithms exhibit blocky detection outcomes, indicative of a block-like effect. This phenomenon is
noticeable when detecting images with multiple targets, where scenarios consist of both high-contrast
targets against the background and low-contrast targets against the background. During the detection
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of images containing multiple targets, a scenario involving both high-contrast targets against the
background and low-contrast targets against the background often arises. In such cases, the LCM,
RLCM, MPCM, and TOP-HAT algorithms are limited to detecting solely those high-contrast targets,
while missing out on the low-contrast ones. In contrast, both the proposed method and DNANet are
capable of detecting both types of targets, significantly enhancing the overall detection success rate.
In addition, the proposed method significantly enhances background clutter suppression through two
key operations: threshold segmentation and clustering analysis. During the threshold segmentation
phase, the adaptively determined threshold allows for a clearer distinction between the target and the
background, effectively reducing the likelihood of low-contrast targets being obscured by background
interference. The subsequent clustering analysis further strengthens this effect by isolating noise points
from true targets, leading to more stable and accurate detection results. These two operations together
provide efficient filtering of background noise, thereby considerably reducing the false alarm rate.
As a result, the detection system not only performs well in complex backgrounds but also maintains
high accuracy and reliability in multi-target scenarios, significantly improving the overall detection
performance.

§zz(§£
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Figure 5: Comparison of Gauss high-pass filter and transform Gauss filter on different images, where
peaks in 3D maps indicate the pixels that are detected to be in a small target region (Small targets are
marked by red circles)
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Figure 6: Significance maps for different algorithms, where peaks in 3D maps suggest pixels that are
determined to be in a small target region by an approach

Table 8 presents the SCRG, BSF, and CG metrics associated with diverse algorithms across
the four sequences. In each row, the most exceptional result is highlighted through bolding, while
the second-ranked result is denoted by a horizontal line. Notably, the LCM method attains the
most favorable CG outcomes across the four sequences, albeit displaying comparatively inferior
SCRG and BSF performances. The RLCM method stands out in Seq2 and Seq3, demonstrating
commendable background suppression and target enhancement capabilities. However, its performance
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falters in terms of CG. The MPCM and TOP-HAT methods, as indicated by the table data, prove
less efficacious in detection. The proposed method performs exceptionally well on the Seq2 and Seq3
datasets, achieving the best detection results. This demonstrates the method’s strong adaptability
and robustness, effectively suppressing background clutter and enhancing target features. Although
its performance on the Seql and Seq4 datasets is relatively less impressive compared to Seq2 and
Seq3, its background suppression and target enhancement capabilities remain satisfactory. Notably,
in scenarios with complex backgrounds, the proposed method maintains a good balance between the
false alarm rate and detection accuracy, ensuring effective target capture.

e
"

)
"

origin RLCM TOP-HAT DNANet OURS

Figure 7: Plot of detection results for different algorithms, where the identified areas for small targets
are marked by red circles
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Table 8: Comparison of SCRG, BSF, and CG with different algorithms
Seq Index LCM RLCM MPCM TOP-HAT Ours
1 SCRG 19.894384 432.4485878 204.68024 37.5542565 Inf
BSF 0.8402007 17.98207167 5.5331903 23.46931235 Inf
CG 22.300285 9.862381081 12.992522 1.583716855 9.328401471
2 SCRG 8.8994573 85.83345164 38.602998 14.9311021 88.15467329
BSF 0.9607787 22.75416237 7.8140532 21.89106597 23.55529269
CG 9.3118152 3.499464054 3.6594826 0.699831525 4.76541305
3 SCRG 15.342557 231.5635178 109.8068 15.7495696 Inf
BSF 0.738374 7.894596362 2.9417327 6.062151162 7.475193004
CG 18.15441 6.685296948 7.4347872 1.216904859 7.50257839
4 SCRG 8.8123294 Inf Inf 15.12160953 20.65302644
BSF 0.9446431 14.25685719 6.9685752 18.69886496 26.10470375
CG 9.4933426 4.043319351 3.4889783 0.832800206 8.500418862

Fig. § illustrates the comparative ROC curves of all methods across the four real IR image
sequences. Observing the graph, it’s evident that the LCM method exhibits the poorest performance,
manifesting the highest FA and the lowest PD. Nevertheless, its performance on Seq3 marginally
surpasses that of the RLCM method. Overall, the RLCM method delivers better results than the LCM
method. Contrarily, the TOP-HAT method outperforms the RLCM method across three sequences.
The MPCM method showcases relatively higher PD and lower FA, only slightly trailing behind the
performance of the approach proposed in this paper. The method proposed in this paper outperforms
several traditional detection approaches, consistently achieving a high probability of detection (PD)
across various threshold settings. Its robustness and stability are superior, demonstrating stronger
adaptability and reliability in complex environments. Compared with the traditional method of state
of the arts (SOTA) detection method, the detection accuracy of the four sequences is increased by
2.06%, 0.95%, 1.03%, and 1.01%, respectively, and the false alarm rate is reduced, thus providing a
more effective and robust solution.

However, among all methods evaluated, the deep learning-based approach, DNANet, exhibits the
best overall performance. The ROC curve of DNANet is significantly higher than that of the proposed
method, indicating that DNANet delivers superior detection performance in infrared small target
detection, achieving a higher detection rate at lower false alarm rates. Nevertheless, deep learning
methods typically require extensive training data, intricate model architectures, and substantial
computational resources. In contrast, the proposed method offers advantages in terms of simplicity,
lower computational cost, and scalability. It can be effectively combined with other detection methods,
providing a more practical and efficient solution in resource-constrained environments.
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Figure 8: ROC curves for Seql-4

3.5 Complexity Analysis and Runtime Comparison

A concise overview of the time complexity analysis of the presented method is provided below.
The time consumption primarily originates from two key aspects: the transformed Gaussian filtering
involving Gaussian low-pass filtering processing and the subsequent clustering analysis. Assuming
an input image denoted as / € R™”, with a transformed Gaussian filtering template represented as
n, x n;, a Gaussian low-pass filtering template as n, x n,, and a specified iteration count denoted as
k. Consequently, the complexity of the filtering stage can be represented as O (mn (n% + nﬁ)) , while the
clustering stage’s complexity can be denoted as O (kmnC). The overall complexity of the process is
captured by O (mn (n? + n2 + kC)).

Runtime comparisons among different methods on the Seq2 dataset are presented in Table 9.
It’s worth noting that the proposed method distinguishes itself by incorporating a clustering analysis
stage after threshold segmentation, setting it apart from the baseline methods. Consequently, Table 9
provides a separate breakdown of results, considering both cases with and without the cluster analysis
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stage. The table provides a clear overview of the time requirements for each method. Notably, the TOP-
HAT method exhibits the quickest execution time. Similarly, the proposed method demonstrates a swift
execution when the cluster analysis stage is absent. The LCM and MPCM methods closely follow in
terms of time consumption. The RLCM method exhibits progressively increased time consumption.
On the other hand, the proposed method’s execution time becomes comparatively longer upon the
inclusion of the cluster analysis stage. However, this additional stage significantly enhances accuracy
and reduces false alarm rates. The performance of small target detection can thus be significantly
improved by incorporating the additional stage of clustering.

Table 9: Runtime comparisons on Seq2

LCM RLCM MPCM  TOP-HAT  Noclustering  Clustering
Time (s)  32.57 1866.33  39.14 3.95 6.42 49624

It’s important to highlight that the time spent in the cluster analysis stage is visibly influenced by
the image size. The time required for the clustering analysis phase is significantly influenced by the
size of the image. To demonstrate this, we selected images with three different resolutions: 128 x 128,
256 x 256, and 640 x 512 pixels, with 40 images for each resolution. We calculated the average time
spent on clustering analysis per image. The results are shown in Table 10. Asillustrated in Table 10, the
time required for processing a single image increases significantly when a large number of pixels need
to be processed. This is because the time consumed by clustering analysis is strongly correlated with
the number of initial samples; the larger the number of initial samples, the more time each iteration
requires.

Table 10: Time required for cluster analysis of images with different numbers of pixels

128 x 128 256 x 256 307 x 233
Pixel number 16,384 65,536 71,531
Time (s) 9.9091 25.4316 192.7875

4 Conclusion and Prospect

In this paper, we propose a novel method for infrared small target detection, introducing a new
transform Gaussian filter kernel. The approach follows three key steps. First, the difference image
is generated by subtracting the filtering results from the newly designed transform Gaussian filter
and the traditional Gaussian filter. Second, an adaptive thresholding technique is applied to identify
small target pixels, effectively suppressing most background noise. Finally, fuzzy C-means clustering
is utilized to eliminate false positives and extract small targets.

Experimental results demonstrate that the proposed method outperforms traditional techniques,
particularly in low signal-to-noise ratio (SNR) and low signal-to-clutter ratio (SCR) environments,
achieving better detection rates with fewer false alarms. While deep learning methods generally achieve
higher accuracy, the proposed method offers significant advantages, including simplicity, lower data
dependency, reduced computational requirements, and strong portability, making it a practical choice
for many real-world applications.
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Despite these strengths, the proposed method sometimes splits a single small target into two closely
adjacent targets. This issue arises due to the transform Gaussian filter, which, during the enhancement
process, emphasizes the edges of small targets but fails to enhance the central region effectively. This
can cause positional shifts in the different images, leading to the division of a single target into two.
Future work should focus on addressing this issue by considering the shape characteristics of small
targets to reduce or eliminate positional deviations.

Currently, the proposed algorithm is tailored for single-frame infrared small target detection,
where it performs effectively. However, its application in multi-frame or sequence-based detection has
not yet been explored. In complex backgrounds or low SNR environments, single-frame detection
may be less robust compared to methods that utilize temporal information. Future research could
extend this algorithm to multi-frame scenarios, leveraging temporal data to further enhance detection
performance.
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