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ABSTRACT

Cybercriminals often use fraudulent emails and fictitious email accounts to deceive individuals into disclosing
confidential information, a practice known as phishing. This study utilizes three distinct methodologies, Term
Frequency-Inverse Document Frequency, Word2Vec, and Bidirectional Encoder Representations from Transform-
ers, to evaluate the effectiveness of various machine learning algorithms in detecting phishing attacks. The study
uses feature extraction methods to assess the performance of Logistic Regression, Decision Tree, Random Forest,
and Multilayer Perceptron algorithms. The best results for each classifier using Term Frequency-Inverse Document
Frequency were Multilayer Perceptron (Precision: 0.98, Recall: 0.98, F1-score: 0.98, Accuracy: 0.98). Word2Vec’s
best results were Multilayer Perceptron (Precision: 0.98, Recall: 0.98, F1-score: 0.98, Accuracy: 0.98). The highest
performance was achieved using the Bidirectional Encoder Representations from the Transformers model, with
Precision, Recall, F1-score, and Accuracy all reaching 0.99. This study highlights how advanced pre-trained models,
such as Bidirectional Encoder Representations from Transformers, can significantly enhance the accuracy and
reliability of fraud detection systems.
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1 Introduction

The Internet is used all the time by people from everywhere. In 2014, over 40% of people worldwide
(primarily in rich countries) used the Internet. NATO sees the Internet as a valuable tool for nations, an
essential part of their infrastructure, and a significant driver of progress and economic growth [1]. The
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proliferation of the Internet has led to the emergence of malevolent software and malware designed
to penetrate computer systems via aggressive attacks and data destruction. The objective of these
assaults is to illicitly acquire users’ information, such as credit card numbers and passwords, and then
surreptitiously disseminate it without their awareness. Malware is computer software that can damage
files and networks [2,3]. The risk isn’t just for people; it also affects businesses, institutions, and even
states, putting citizen and military assets at risk. When these groups lose important information or
have their identities hurt, they are vulnerable. In the past few years, there have been many cases of
stolen Google intellectual property, user data, and credit and debit card information bought illegally
from online payment systems [4,5]. Kaspersky Labs offers one of the many definitions of cybersecurity:
Cybersecurity refers to the practice of protecting data, electronic systems, networks, servers, mobile
devices, and computers against malicious assaults [6,7]. It is sometimes referred to as electronic
information security or information technology security. This notion spans several fields, including
end-user education, disaster recovery, and computer security. Cybersecurity safeguards personal,
governmental, and corporate data from unwanted access or alteration. There are three critical tasks
involved in this context: (a) continuously carrying out and improving these actions, (b) ensuring the
quality of protection against different threats, and (c) implementing steps to safeguard hardware,
software, and the information they hold [8,9].

In order to enhance the digital security of cybersecurity, it is imperative to continuously adapt and
mitigate increasingly intricate attacks through the use of machine learning (ML). In order to analyze
substantial quantities of real-time data, identify deviations from conventional patterns, and anticipate
potential security hazards, cybersecurity professionals utilize machine learning. This state-of-the-
art technology enhances the precision and efficacy of identifying potential hazards and aids in the
development of proactive strategies to reduce the extent of future cyber attacks [10,11]. Conventional
security methods encounter difficulties in adapting to the ever-changing nature of cyber threats.
Performing research on the vast quantities and diverse types of data produced by networks, systems,
and individuals is not feasible. A significant advantage of machine learning systems is their capacity
to analyze immense quantities of data, adapt to novel attack methods, and identify patterns. Machine
learning is essential for constantly adapting to the ever-changing nature of threats [12].

Machine learning is employed in numerous cybersecurity applications to automate incident
response, detect abnormal user behavior, foretell potential vulnerabilities, and identify malicious
software. Advancements in algorithms may offer cybersecurity professionals a proactive advantage
in safeguarding critical digital assets. However, there are certain obstacles associated with integrating
these elements. For machine learning models to attain precision and minimize the probability of
inaccurate results, it is essential to implement rigorous training and validation procedures. The
possibility of adversarial attacks on machine learning models and ethical concerns further complicate
the use of automated systems in security scenarios [13,14].

Pernicious individuals employ phony emails to deceive recipients into disclosing sensitive infor-
mation or installing pernicious malware in an email impersonation attack, a highly sophisticated
cyber threat. These emails imitate legitimate sources, including banks, social networking sites, and
established businesses, which can make it challenging for users to identify the threat. The primary
objectives of email phishing are the acquisition of personal data, including credit card numbers,
authentication passwords, and other confidential information.

This information will be exploited by cybercriminals to gain illicit access to accounts, commit
identity theft, or generate financial gains. It is imperative to authenticate the sender’s email address,
avoid clicking on suspicious links, and implement robust security measures such as multi-factor
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authentication and antivirus software to prevent email spoofing. But education and awareness are
the most effective forms of protection. Effective detection and prevention of email spoofing attacks
necessitate a sufficient level of awareness and knowledge.

In the following sections of this work, the organization is as follows: Section 2 offers a comprehen-
sive analysis of the existing literature. The methodology, with respect to the dataset, machine learning
algorithm, and performance measurements, is comprehensively described in Section 3. The proposed
ensemble learning methodology is the subject of a comprehensive explication in Section 4. Section 5
conducts a comprehensive analysis and evaluation of the experimental results obtained from the two
datasets. The discoveries are further elaborated and examined in Section 6. A concise summary and
suggestions for additional research are provided in the paper’s conclusion.

2 Literature Review

Web-based and email-based phishing are the two primary categories of phishing detection research
broadly categorized in this section.

2.1 Web-Based

In Table 1, the exhaustive summary of the prior research on the detection of fraudulent URLs
using machine learning algorithms is provided. The phishing datasets, evaluation metrics, performance
outcomes, preprocessing stages, and machine learning algorithms that have been implemented are
the primary focus. Abutaha et al. [12] meticulously integrated four machine learning methodologies:
Support Vector Machine, Random Forest, Gradient Boosting, and Neural Networks. In order to
produce 22 distinctive features, we meticulously processed the dataset, which comprises 1,056,937
URLs. Subsequently, various feature reduction methodologies were implemented to enhance the
features above. The data preprocessing procedure necessitated the removal of 14,786 duplicate records
and the resolution of absent values. F1-score, precision, recall, false positive rate, and accuracy were
the five metrics that were implemented to evaluate the algorithms’ performance. The Support Vector
Machine demonstrated the maximum accuracy rate in identifying the URLs, with a 97.3% accuracy
rate, as indicated by the results. This method could be integrated with add-on or auxiliary features in
Internet browsers to notify users when they attempt to access a fraudulent website exclusively based
on its URL.

Table 1: Previous papers summarization

Ref. Algorithms Results

[12] SVM, Random forest, Gradient boosting,
Neural networks

SVM achieved the highest accuracy of 97.3%

[14] SVM, RF Accuracy of 97%
[15] 24 classifiers from six groups: Bayes,

Functions, Lazy, Meta, Rules, Trees
RF and J48 Has the best result

[16] Various ML and DL techniques Accuracy: 0.94
[17] Various ML algorithms Accuracy: 0.98
[18] Various ML algorithms Accuracy = 0.977
[19] BiGRU Accuracy = 0.9739
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The spear-phishing assaults are particularly persuasive due to the social and psychological
vulnerabilities they exploit. The repercussions of these attacks were mitigated by a multilayered
strategy proposed by Samad et al. [14]. This approach utilizes both the content and attachments of
an email to safeguard against deceptive attacks. By employing sentiment analysis techniques, such
as Random Forest (RF) and Support Vector Machine (SVM) classifiers, the researchers were able to
accurately classify web pages as either spam or non-spam, resulting in an exceptional level of precision.
The dataset they employed was 3000 websites that were classified as either spam or non-spam on the
Kaggle platform. The principal themes in the dataset were identified using Latent Dirichlet Allocation
(LDA) for topic modeling. Results indicated that the RF algorithm outperformed others, attaining a
97% accuracy rate during detection.

2.2 Email Based

Rathee et al. [15] employed a variety of machine learning (ML) and deep learning (DL) method-
ologies to detect fraudulent emails. They trained and tested a variety of classification models using
datasets that contained legitimate and fraudulent emails. The performance of these models was
evaluated using the F1-score, precision, recall, and accuracy. The most effective model in their
investigation achieved an F1-score of 0.975, a precision of 0.983, a recall of 0.968, and an accuracy
of 0.975. This discovery emphasizes the critical role of these reliable models in distinguishing between
legitimate and fraudulent emails, a crucial aspect of cybersecurity.

Conventional machine learning techniques, including Naive Bayes, Logistic Regression (LR), and
Support Vector Machine (SVM), were employed by Unnithan et al. [16] to investigate the detection
of fraudulent emails. To evaluate the accuracy of these classifiers, they implemented a dataset that
comprised both legitimate and fraudulent emails. The SVM exhibited the highest accuracy of 0.943
among the evaluated models, with Naive Bayes and Logistic Regression following closely behind with
0.934 and 0.922, respectively.

Study [17] implemented an assortment of machine learning algorithms, including Random Forest
(RF) and Support Vector Machine (SVM), to categorize emails as either legitimate or fraudulent.
The accuracy of their classifications was also improved by the implementation of feature extraction
techniques. The training set yielded an exceptional accuracy of 0.98 for the Random Forest model.
However, the SVM model significantly outperformed other models on the test set, achieving an F1-
score of 0.99, a precision of 0.98, and an accuracy of 0.98.

Study [18] executed an investigation into the detection of fraudulent emails by employing an
assortment of machine-learning algorithms. Their primary goal was to improve detection capabilities
by implementing more effective preprocessing and feature selection methods. The most effective model
was determined to be the one that demonstrated the highest level of accuracy, precision, recall, and
F1-score in identifying fraudulent communications.

The article [19] introduced a model for detecting fraud attacks that employ four deep learning
algorithms: LSTM, BiLSTM, GRU, and BiGRU, to analyze the text of web pages. The study’s
innovative approach led to the discovery that GRU and BiGRU outperformed the other models, with
BiGRU achieving the highest mean accuracy of 97.39% and GRU closely following at 97.29%. By
effectively capturing the sequential and contextual features of text, these models are highly suitable
for detecting fraud attacks in web content, inspiring further research and development in the field of
cybersecurity and fraud detection.

Table 1 summarizes all the previous papers about phishing in web phishing and email.



CMC, 2024, vol.81, no.2 3399

3 Methodology

This section outlines the methodology utilized in this paper, which consists of three primary
stages: the datasets used, the machine learning algorithms implemented to build the models, and the
performance metrics implemented to evaluate the algorithms’ efficacy. The first concerns the dataset,
the number of instances, and the distribution of emails into two categories: safe and phishing. Then,
we will discuss the machine learning model we used in this methodology. Finally, we discuss evaluating
the approach using different performance metrics, such as accuracy, recall, precision, and F1-score.

3.1 Phishing Datasets

We utilized a dataset of fraudulent emails obtained from Kaggle [20], encompassing various email-
related attributes. This dataset consists of 18,650 instances, each characterized by two attributes: Safe
Email and Fraudulent Email. These capabilities enable the classification of emails according to their
content and structure. The dataset offers a comprehensive foundation for the training and evaluation
of our models, providing a balanced distribution of safe and fraudulent emails. Fig. 1 illustrates the
frequency of the email categories, while Fig. 2 presents a word cloud that displays the dataset’s most
frequently used terms.

3.2 Building Models

Five classification machine learning techniques were employed to analyze each dataset to verify
the authenticity of an email. Machine learning algorithms are computational models that enable
computers to identify patterns and generate predictions or evaluations based on data without explicit
programming. These algorithms are the fundamental building blocks of modern artificial intelligence.

Figure 1: Dataset frequency dataset
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Figure 2: Dataset word cloud

3.2.1 The Random Forest (RF) Algorithm

A technique known as ensemble learning, which incorporates multiple decision trees, is employed
by random forests to produce predictions for both classification and regression tasks. In machine
learning, ensemble learning provides various benefits, including the ability to address complex
problems, resilience, and improved performance. To enhance their predictive capabilities, random
forests implement ensemble learning methodologies. The mean for the regression task is computed by
the random forest (RF), which also calculates the average prediction for all trees in the classification
task [21]. Decision trees are the fundamental components that form the core of random forests.
The projections are produced by hierarchical models known as decision trees, which employ binary
divisions on characteristics. This is accomplished by partitioning the data into smaller subsets by
predetermined criteria [22]. The target variable prediction is ultimately determined. The projections of
multiple decision trees are combined in random forests to improve accuracy, mitigate overfitting, and
resolve intricate problems. Random forests encompass a variety of data elements by aggregating these
decision trees, resulting in more dependable predictions. The RF calculates the final prediction (y) in
Eq. (1), where hi(x) denotes the prediction from each decision tree and N is the number of trees.

y(x) = 1
N

∑N

i=1
hi(x) (1)

3.2.2 Decision Tree Algorithm

It’s easy to understand decision tree models, which are used for both classification and regression
jobs. In decision support systems, a decision tree is a hierarchical model showing the possible results
of actions while considering resource costs, utility, and random events. The tree layout starts with a
root node in the middle linked to other nodes by branches [23]. Internal and leaf nodes can form a
tree-like structure organized in a hierarchy. Data is split into subgroups and groups as part of the
algorithm’s forecast process. The Gini index, information gain, gain ratio, and entropy are some of
the tools used to find the root nodes of these groups. The primary method used in this study for the
division procedure is entropy.
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3.2.3 Multilayer Perceptron Algorithm (MLP)

Neurons and perceptrons are two words that are often used to describe the parts of a neural
network. A neural network is usually built with a feedforward design, which means that where the
data moves from the input layer to the output layer in a one direction, going through the hidden levels.
Some of the things that Multilayer Perceptrons (MLPs) are used for are regression, classification, and
pattern recognition [24]. An MLP has three kinds of layers: output, input, and secret [25].

3.2.4 Logistic Regression

Logistic Regression is a widely used statistical method for binary classification tasks. This
technique predicts the probability that a given input belongs to a specific category, typically encoded as
0 or 1. Unlike linear regression, which predicts continuous values, logistic regression employs a logistic
function (sigmoid) to map predicted values to probabilities between 0 and 1. This transformation
allows it to effectively handle binary outcomes [26].

Mathematically, the logistic regression model is expressed as present in Eq. (2):

P(Y = 1 | X) = 1

1 + e−(β0+β1X1+β2X2+···+βnXn)
(2)

where P(Y = 1 | X) is the probability of the outcome being 1 given the input variables X1, X2, . . . , Xn,
and β0, β1, . . . , βn are the model coefficients estimated from the data.

3.2.5 Bidirectional Encoder Representations

The 2019 paper by Devlin et al. [27] introduced a new way to think about Natural Language
Processing (NLP) that they called Bidirectional Encoder Representations from Transformers (BERT).
BERT teaches deep two-way representations on both the left and right sides at all levels. This is
done so that it can learn how language works and how things depend on each other. When using
the Transformer design, BERT handles long-range dependencies by using self-attention to process
input text in parallel. Some language models only work in one way, but the BERT model does two. An
MLM task helps it figure out what parts are hidden by looking at what else is nearby. An NSP task
helps it figure out how words fit together. BERT made it possible for some of the most cutting edge
NLP standards to be made, such as GLUE and SQuAD. Some of the changes that have been made
to make it work better are RoBERTa [28], DistilBERT [29], and ALBERT [30]. A lot has changed in
the world of NLP because of BERT. It’s now the standard way to work in a call center, translate text,
figure out how people feel about something, and make systems that answer questions.

BERT, with its sophisticated NLP capabilities, particularly excels in detecting phishing commu-
nications. Unlike conventional methods such as TF-IDF and Word2Vec, which often miss nuanced
phishing attempts due to their lack of contextual awareness, BERT stands out by accurately interpret-
ing the meaning of words through context analysis. This bidirectional approach equips BERT to spot
subtle manipulation tactics and sophisticated wording commonly used in phishing attacks. Its ability to
comprehend intricate language patterns and long-term dependencies makes it a perfect fit for detecting
email fraud. Our thorough research, which demonstrates the exceptional superiority of BERT over
traditional machine learning models, should inform you and instill confidence in its enhanced accuracy
and reliability in identifying fraudulent emails through its deep contextual understanding.
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3.3 Performance Metrics

Precision, recall, F1-score, and accuracy are the four evaluation metrics used to determine
machine learning’s experimental results. The formula for each metric is as follows: FN represents
False Negative, TP represents True Positive, TN represents True Negative, and FP represents False
Positive [31].

• The Accuracy metric quantifies the frequency with which the model’s predictions are accurate
in every class. The metric is determined through division of the sum of the accurate predictions
(including True Positives and True Negatives) by the overall count of predictions generated [31].

Accuracy = True Positives + True Negatives
Total Predictions

(3)

• The Precision metric assesses the accuracy of the model’s optimistic predictions. The calculation
entails dividing the number of True Positives by the sum of the number of False Positives and
True Positives. This metric is highly advantageous when the goal is to minimize the number of
false optimistic predictions [31].

Precision = True Positive
True Positive + False Positive

(4)

• Also known as the True Positive Rate or Sensitivity, this metric quantifies the model’s ability
to identify all relevant instances reliably. The calculation entails dividing the number of True
Positives by the sum of False Negatives and True Positives. As recall increases, the model’s
capacity to identify and retain all positive instances is enhanced [31].

Recall = True Positives
True Positives + False Negatives

(5)

• The balanced average of recall and precision is used to calculate the F1-score. It balances
precision and recall by integrating false positives and false negatives into a single metric. The
formula can be determined by dividing the product of Precision and Recall by their sum
twice [31].

F1 Score = 2 × recall × precision
recall + precision

(6)

• Training Time: The time it took for each model to train on the dataset. This metric is not just a
measure of computational efficacy, but a key factor in determining the feasibility of deploying
the model, especially in large-scale applications where rapid training is a necessity.

• Evaluation Time: The duration necessary for the model to generate predictions based on the
test data. This is not just a technical detail, it’s a critical factor that determines the feasibility of
our model’s deployment. When real-time or near-real-time predictions are required, this time
becomes even more significant, underlining the relevance of our work.

4 Proposed Approach
4.1 Proposed Approach Overview

We have divided our classification methodology into two components. In the initial phase, con-
ventional machine learning classifiers, such as Random Forests (RF), Multilayer Perceptrons (MLP),
and Logistic Regression (LR), are implemented, in addition to feature extraction methodologies such
as Word2Vec (W2V) and TF-IDE. BERT (Bidirectional Encoder Representations from Transformers)
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is employed in the second section, which employs sophisticated techniques that utilize Large Language
Models (LLMs). By conditioning on both left and right contexts in all layers, BERT pre-trains deep
bidirectional representations, allowing it to capture intricate relationships and dependencies within the
text. Consequently, it is highly effective for classification tasks, the Fig. 3 explains the approach.

Figure 3: Proposed approach

4.2 Text Preprocessing

The text pre-processing phase consists of data cleansing, stop word removal, lemmatization, and
tokenization.

• Cleaning of data. A collection of functions is established in this phase to purify the transcription
data. These functions are employed to eliminate the majority of punctuation, special characters,
numerals, URLs, stop words, and irrelevant text [32].

• It lowers the text. Each capital character is transformed into its corresponding minor character
at this stage [32].

• Metaphor. In this stage, the morphological analysis is deemed to reduce the variability in the
words, resulting in mapping words with similar meanings to the exact words [32]. One of the
characteristics of lemmatization is its endeavor to determine the appropriate lemma based on
the context.

• The tokenization process involves dividing text into smaller components, each referred to as a
token. The token size most frequently encountered is a word [32].

• We employed the tokenizer integrated into BERT (BertTokenizer from ‘bert-base-uncased’)
[33]. This tokenizer effectively manages out-of-vocabulary words, captures subtle nuances, and
converts words into subword units, efficiently handling raw text. Its role in preserving intricate
patterns found in phishing emails is crucial, as it instills confidence in the system’s ability to
handle complex data. This is essential for detecting fraud, enabling a more comprehensive text
representation [34]. The model’s capacity to detect sophisticated phishing attempts is improved
by using BERT’s tokenizer, which enhances its ability to capture contextual meanings.

4.3 Word Representation

During the word representation phase, text data is transformed into a vector representation to
facilitate the algorithms’ automatic comprehension of analogies and the generalization of the word.
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Word representation models exhibited variations, ranging from classical to representation learning
models [35]. Our research has implemented three predominant models for the classification of clinical
text. These models are examined in the subsequent section.

4.3.1 The Term Frequency-Inverse Document Frequency (TF-IDF)

The TF-IDF was first introduced by [36] as a weighting factor for feature extraction. This
numerical statistic is intended to demonstrate the importance of a word in a document within a corpus
or collection. TF denotes the term’s frequency of occurrence in a document, whereas IDF denotes the
frequency of documents that contain a specific word.

4.3.2 Word2Vec

In 2013, the development of Word2Vec was initiated by Mikolov and his team at Google [37]. It
employs a neural network architecture that adjusts its weights through backpropagation and gradient
descent to transform words into vectors. The continuous skip-gram model and the continuous bag-of-
words (CBOW) model are the two learning models used to generate word representations. The CBOW
model predicts the target word using context words, whereas the continuous skip-gram model predicts
the context of words using the target word [38]. Consequently, these models differ. To guarantee that
words are embedded in vector space alongside related words according to their contextual meaning.

4.4 Classifier

The classifiers should be implemented after the completion of text preprocessing, word representa-
tion, and feature reduction. We evaluated four supervised classifiers, LR, RF, MLP, DT, and BERT, to
ascertain which yielded the most favorable outcomes. 75% of the dataset was allocated to the training
set, while 25% was dedicated to the testing set.

Bidirectional Encoder Representations Configuration

Utilizing its pre-trained weights for fine-tuning, we implemented the ‘bert-base-uncased’ variant
of BERT. The model is composed of 12 layers, each of which contains 12 attention centers. In order
to mitigate overfitting, we implemented the AdamW optimizer with a learning rate schedule during
the training process. Using an early halting strategy to prevent overfitting, the model was trained
over three epochs with a sample size 16. A 75%–25% divide between training and validation was
established, and we reassured the model’s efficiency by employing hardware accelerators (GPUs) to
expedite the training process. In order to guarantee the comprehensive detection of phishing emails,
we implemented hyperparameter optimization to enhance model performance.

5 Evaluation and Results

This section elucidates our findings by applying conventional machine learning techniques and
LLM to the dataset and assessing the metrics above: precision, recall, accuracy, and F1-score.
Subsequently, we evaluate the experimental configurations of each algorithm, which include the
parameters and their respective values.

5.1 Experimental Setup

This section presents the experimental machine learning parameters for each algorithm used in
this research to detect phishing attacks in phishing email datasets, as illustrated in Table 2.
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Table 2: Machine learning parameters

Algorithm Parameters Value

Logistic regression Solver lbfgs
Max iterations 100

Decision tree Criterion gini
Max_depth None
Random _state None

Random forest Estimators 100
Criterion gini
Max depth None
Random state None

MLP Optimize adam
H_L 100
Activate function relu
Max iterations 300
Random state None

BERT Pre-trained model Bert-base-uncased
Number of labels 2
Tokenizer Bert-base-uncased

Before machine learning algorithms can be applied to the dataset, they must be divided into testing
and training. Models are developed according to these algorithms using the training dataset, while
their efficacy is assessed using the testing dataset. This research ratio of training to examination is
as follows: The assessment process processes the remaining portion of the dataset. In contrast, the
training process utilizes 0.75 of the entire dataset.

5.2 Results and Discussion

The email fraud datasets were subjected to the application of the machine learning algorithms
RF, DT, MLP, LR, and BERT to produce the results of this paper, which are presented in this section.
We implemented these investigations in the Kaggle Notebook to address the binary classification
assignment. We then compared the results using four evaluation metrics: precision, recall, F1-score,
and accuracy.

Fig. 4 and Table 3 illustrate the outcomes of machine learning algorithms following the applica-
tion of TF-IDF (Term Frequency-Inverse Document Frequency).

Fig. 5 and Table 4 illustrate the outcomes of machine learning algorithms following the applica-
tion of W2V (Word two Vector).
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Figure 4: ML With TF-IDE

Table 3: Result ML with TF-IDE

Precision Recall F1-score Accuracy

LR 0.97 0.98 0.98 0.97
DT 0.95 0.93 0.94 0.93
RF 0.98 0.97 0.98 0.97
MLP 0.98 0.98 0.98 0.98
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Figure 5: ML With W2V

Table 4: Result ML with W2V

Precision Recall F1-score Accuracy

LR 0.97 0.97 0.97 0.96
DT 0.93 0.94 0.93 0.92
RF 0.97 0.98 0.97 0.97
MLP 0.98 0.98 0.98 0.98
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The results of the BERT large language model (LLM) are depicted in Fig. 6 and Table 5. The
results demonstrate the efficacy of BERT in addressing text classification tasks, as evidenced by its
performance on the provided dataset.

0.974

0.976

0.978

0.98

0.982

0.984

0.986

0.988

0.99

0.992

Accuracy F1 Precision Recall

Figure 6: Result of BERT

Table 5: Result of BERT

Epoch Accuracy F1 Precision Recall

1 0.98 0.98 0.98 0.99
2 0.98 0.99 0.99 0.98
3 0.99 0.99 0.99 0.99
Final 0.99 0.99 0.98 0.99

As Table 6 and Fig. 7, the training and evaluation periods for the various models used in our
study were extracted using three distinct feature extraction methods: TF-IDF, Word2Vec (W2V), and
BERT. What’s intriguing is the variability in these durations. For instance, Logistic Regression (LR)
demonstrated the quickest training and evaluation durations, with TF-IDF requiring approximately
10.94 s for training and 0.09 s for evaluation, outperforming all other methods. The training durations
of the Decision Tree (DT) and Random Forest (RF) models were moderate, with the Random Forest
(RF) model taking longer, especially in the case of TF-IDF and Word2Vec. The Multilayer Perceptron
(MLP) model, however, required a greater amount of time, particularly for training, with TF-IDF
needing approximately 107.58 s. It’s worth noting that BERT, a Large Language Model (LLM), had
the longest training and evaluation periods. The training process lasted approximately 1012.66 s, while
the evaluation process took approximately 13.09 s. This variability in performance across models adds
an intriguing dimension to our study.

Table 6: Training and evaluation periods

Model Training time Evaluation time

LR 10.94446 0.085882902
TF-IDF DT 30.78671 0.067041159

RF 40.38932 0.266058207
MLP 107.5756 0.1283288

(Continued)
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Table 6 (continued)

Model Training time Evaluation time

LR 0.254068 0.000999212
W2v DT 2.361782 0.00115037

RF 12.97686 0.054642916
MLP 34.43397 0.005062342

LLM BERT 1012.66 13.09

Figure 7: Time
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5.3 Discussion

Using models such as Logistic Regression (LR), Decision Tree (DT), Random Forest (RF),
and Multilayer Perceptron (MLP), we conducted a comprehensive evaluation of the performance
of a variety of machine learning methods, including TF-IDF, Word2Vec (W2V), and BERT, in our
experiment. Logistic Regression and Random Forest achieved an F1-score of 0.98 and an accuracy
of 0.97 when using TF-IDF, while traditional methods such as Word2Vec and TF-IDF demonstrated
strong performance. The MLP also demonstrated satisfactory performance with both TF-IDF and
Word2Vec, achieving an F1-score and an accuracy of 0.98. Word2Vec’s results, while marginally
inferior to those of TF-IDF, still demonstrated robust performance, with F1-scores of 0.97 for Random
Forest and 0.96 for Logistic Regression.

Nevertheless, BERT’s sophisticated NLP capabilities considerably outperformed these conven-
tional methods. BERT is particularly adept at interpreting the meaning of words through context
analysis, in contrast to TF-IDF and Word2Vec, which frequently overlook nuanced phishing attempts
as a result of their lack of contextual awareness. Due to its bidirectional approach, it is capable of
identifying sophisticated terminology and subtle manipulation tactics that are frequently employed
in phishing attacks. The findings of our investigation illustrated BERT’s remarkable capacity to
understand complex language patterns and long-term dependencies, rendering it particularly effective
in the detection of email fraud. With BERT, we obtained an F1-score and accuracy of 0.99, which
suggests that it is highly reliable and accurate in identifying fraudulent emails. BERT’s potential as a
potent instrument for email phishing detection is affirmed by this exhaustive analysis, which clearly
demonstrates its superior performance in comparison to traditional machine learning models. Table 7
compares our project to others that are similar.

Table 7: Comparison between our work and previous works

Ref. Algorithms Accuracy

Approach (TF-IDF) LR, DT, RF, MLP 0.98

Approach (W2V) LR, DT, RF, MLP 0.98

Approach (BERT) BERT 0.99

GRU, LSTM, BiGRU and BiLSTM [19] GRU 0.9722
LSTM 0.96
BiGRU 0.973
BiLSTM 0.972

Various ML and DL [19] Best model: Various techniques 0.975

LR, NB, SVM [20] SVM: Best model 0.943
Naive Bayes 0.934
Logistic regression 0.922

Various ML algorithms [21] Best model: Various techniques 0.977
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6 Conclusion

In summary, the comparison of machine learning methods, including TF-IDF, Word2Vec, and
BERT, has provided us with a multitude of valuable information regarding the efficacy of these feature
extraction strategies. The TF-IDF method was highly effective with all of the algorithms, achieving
an F1-score of 0.98 and an accuracy of 0.97 for Random Forest and Logistic Regression. Word2Vec
operated satisfactorily; nevertheless, it was inferior to TF-IDF in terms of efficiency. The Random
Forest and Logistic Regression models have consistently demonstrated exceptional performance;
however, their F1-scores and accuracy have experienced substantial declines. BERT enhanced the
precision and dependability of text categorization tasks, rendering them more advantageous than
conventional methodologies. During the third epoch, the BERT model exhibited its ability to manage
complex language tasks with increased precision by achieving an F1-score and an accuracy of 0.99.It
is recommended that future research focus on a number of critical areas in order to enhance the
findings of this investigation. At the outset, the generalizability of the findings can be improved
by incorporating a broader array of diverse and larger datasets. Furthermore, by incorporating
additional sophisticated language models such as GPT-3 or T5, it is possible to develop a comparative
understanding of BERT’s performance. The quality and accuracy of classification can be enhanced
by utilizing ensemble learning methods with language models that have already been trained. In
conclusion, it is feasible to assess the model’s ability to adapt to novel circumstances, and real-time
fraud detection systems that employ these models may be implemented in the real world. In order to
guarantee that models continue to function as phishing tactics evolve, it is essential to emphasize the
importance of consistently revising and modifying them with new data.

In the future, the model’s adaptability to new and evolving phishing threats could be improved by
investigating multi-task and zero-shot learning to enhance BERT for phishing detection. This exciting
research direction has the potential to inspire new ideas and approaches in the field of cybersecurity.
Furthermore, the efficacy of BERT can be enhanced by tailoring it to the distinctive characteristics
of fraudulent emails through domain-specific fine-tuning. In addition, future research could entail
a comparative analysis of BERT and GPT-based models, which would examine their respective
strengths in this field. Another promising direction is integrating BERT with other techniques, such as
Graph Neural Networks (GNNs), to capture email metadata and network-based features. This hybrid
approach can enhance the detection systems by offering a more thorough comprehension of fraudulent
activities.
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