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ABSTRACT

The metaverse has emerged as a prominent topic with growing interest fueled by advancements in Web 3.0,
blockchain, and immersive technologies. This paper presents a thorough analysis of the metaverse, showcasing its
evolution from a conceptual phase rooted in science fiction to a dynamic and transformative digital environment
impacting various sectors including gaming, education, healthcare, and entertainment. The paper introduces the
metaverse, details its historical development, and introduces key technologies that enable its existence such as
virtual and augmented reality, blockchain, and artificial intelligence. Further this work explores diverse application
scenarios, future trends, and critical challenges including data privacy, technological limitations, and integration
issues that must be addressed for the metaverse to reach its full potential. The significance of this study lies in
its comprehensive nature, providing insights not only for researchers and practitioners but also for policymakers
aiming to navigate the complexities of the metaverse and leverage its capabilities for societal advancements.
Finaly, the paper forecast the future where the metaverse plays an integral role in reshaping human interaction,
commerce, and creativity, thus emphasizing the need for ongoing research and collaborative efforts to unlock its
vast possibilities.
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1 Introduction

In today’s rapidly evolving society, emerging technologies like virtual reality, artificial intelligence,
and blockchain are converging, driving the rise and advancement of a new digital realm known as
the metaverse. The concept of the metaverse can be traced back to Neal Stephenson’s novel in 1992
[1]. The term “meta-” is derived from Greek, meaning “beyond,” while “verse” refers to the entirety
of something. Therefore, etymologically, the metaverse represents a space that transcends our current
reality, offering an immersive experience in another world. Metaverse, as a comprehensive concept that
integrates multiple cutting-edge technologies such as virtual reality, augmented reality, blockchain, and
artificial intelligence, is gradually moving from science fiction to real-world applications and becoming
an important topic in the digital age.

The metaverse is a digital space consisting of virtual worlds, digital assets, and intelligent devices,
creating a new environment for production and life as we embrace the digital age. Its emergence will
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bring about profound changes and impacts on human society, the economy, culture, and ways of
life. Given these implications, conducting in-depth research on the concept, development process,
key technologies, application scenarios, future trends, technological challenges, and development
directions of the metaverse is valuable for promoting the advancement of the digital era and fostering
the innovation and application of information technology.

However, the development of the metaverse is not smooth sailing. While pursuing technological
innovation and application expansion, we are also facing many challenges. How can we protect user
privacy and data security? How do we balance the relationship between the virtual and the real? How
can we build a fair and sustainable metaverse ecosystem? These issues require us to think deeply and
explore further. Therefore, the objective of this paper is to provide a comprehensive review of metaverse
research. It aims to analyze the current status and future trends of metaverse-related technologies,
explore the application scenarios of the metaverse across different fields, and serve as a valuable
reference for further research and application in related domains.

The main contributions of this review are listed as follows:

• It describes the concept, characteristics and development of metaverse, and introduces the key
technology about metaverse.

• It introduces the application scenarios of the metaverse. At the same time, some challenges and
limitations of metaverse technologies are discussed in the paper.

• New trends and future directions are pointed out, with the aim of helping other researchers
better understand the current state of research and the path ahead in the field.

The structure of the following paper: Section 2 introduces the overview of the metaverse. Section 3
discusses the key technology for constructing the metaverse. The application scenarios of the metaverse
is introduced in the Section 4. Section 5 shows the technical challenges. Section 6 gives out the limi-
tations of metaverse technologies. Section 7 presents the future development trends of the metaverse.
Finally, conclusions are drawn in Section 8.

2 Overview of the Metaverse
2.1 The Concept of the Metaverse

Since 2021, the term “metaverse” has gained significant attention and has become ingrained in
our lives, particularly due to its association with the pandemic’s impact. Domestically and interna-
tionally, the metaverse has captured the interest of internet giants and industrial enterprises. Various
stakeholders are attempting to define the metaverse or expand its concept based on its current
development. However, as the metaverse is still in its early stages of development [2], there is currently
no standardized or universally accepted definition. This article aims to provide an overview of different
definitions proposed by scholars through a comprehensive literature review.

Kraus et al. [3] argue that the metaverse is not an entirely new concept in network technology
but rather represents a new technological concept and trend. It signifies the culmination of various
emerging technologies and heralds the next phase of the network era see for example how other
technologies are being used Table 1. Specifically, the metaverse can be broadly defined as a vast virtual
reality network world that integrates cutting-edge technologies such as blockchain, cloud computing,
artificial intelligence, virtual reality, 3D, 5G, and potentially even 6G.
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Table 1: Various technology and its role in metaverse

Technology Role in the metaverse Main functions

Machine Learning
(ML)

Optimizes user interactions
and system efficiency.

Simulating intelligent behaviors,
enabling autonomous avatars, and
personalizing user experiences [4].

Natural Language
Processing (NLP)

Facilitates communication
between users and virtual
environments.

Powers voice commands, performs
sentiment analysis, and enhances virtual
assistant capabilities [4].

Computer vision Tracks user movements and
enables interactions.

Determines user positions, facilitates
avatar creation, and contributes to
immersive experiences [5].

Blockchain Enhances security,
transparency, and ownership.

Manages transactions, ensures NFT
ownership, and supports decentralized
interactions [6,7].

Edge computing Improves performance and
reduces latency.

Processes data closer to users for faster
response times in virtual environments
[8].

Internet of Things (IoT) Connects physical devices
with virtual environments.

Supports real-time data collection and
interaction between physical and digital
worlds [9,10].

Augmented Reality
(AR) & Virtual Reality
(VR)

Merges digital and physical
realities.

Creates immersive experiences,
enhancing user engagement and
interaction [11].

According to Yemenic [12], the metaverse can be defined as a three-dimensional digital society
built on digital technology. In this society, individuals participate as digital identities, and the virtual
and real worlds are seamlessly integrated.

Chen et al. [13] assert that the metaverse is an unavoidable progression toward social informati-
zation and virtualization, marking what is seen as the final stage of internet evolution. The transition
of the Internet’s core focus from information to people is driving ongoing advancements in media
technology, which in turn are bringing about significant changes in contemporary society and paving
the way for a new social structure in the future.

Chen and colleagues [14] state that the metaverse is the product of the cumulative development
of numerous technologies to date, integrating various advanced technologies. Rather than being a
completely new concept, it can be seen as a reimagining of a classic concept. The metaverse embodies
the convergence of new technologies such as virtual reality, blockchain, cloud computing, digital twin,
and artificial intelligence.

According to Freyermuth [15], the metaverse is a collection of digital social forms that arise from
the deep integration of intelligent technology clusters. It is characterized by immersive experiences,
integration of virtual reality, virtual avatars, and the establishment of independent ecosystems.

In summary, different scholars offer diverse definitions of the metaverse from various perspectives.
They agree that the metaverse represents a virtual world where users can interact, socialize, and learn
through key technologies such as virtual reality, interaction, and blockchain. This transformative
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concept will bring comprehensive changes to the development of human society. These scholars’
definitions indicate that the future metaverse will have a profound impact on our lives. In Table 2 the
metaverse is compared with digital twin and traditional methods. It is poised to become a significant
trend in digitization, as Wang Jue has comprehensively analyzed in their work [16].

Table 2: Comparison among metaverse, digital twin and and traditional methods

Aspect Metaverse Digital twin Traditional simulation

Definition A virtual environment for
user interaction,
combining various digital
technologies [17].

A digital representation of
a physical object or system,
mirroring its state.

A model-based
approach to replicate
the behavior of a
system or process.

Purpose Focused on creating
immersive experiences and
social interactions in a
virtual realm [18].

Aimed at monitoring,
analysis, and optimizing
the performance of
physical entities [19].

Predicting and
understanding system
behavior under various
conditions.

User interaction High level of user
interactivity, including
real-time collaboration and
content creation [17].

Interaction is mainly
between physical objects
and their virtual
counterparts, often for
performance analysis.

Limited interaction;
primarily predefined
parameters guide the
simulation run.

Data integration Relies on diverse data
sources, integrating IoT,
AI, and user-generated
content for continuous
updates [20].

Uses real-time data from
sensors to maintain an
ongoing reflection of
physical systems.

Utilizes static data
inputs set prior to
simulation execution.

Technological
requirements

Requires advanced
technologies like VR, AR,
AI, and blockchain for
effective functionality [21].

Depends on IoT, sensors,
and AI for real-time data
tracking and analysis.

Less reliant on
cutting-edge
technologies; focuses
on standardized
computational models.

Scope of
application

Encompasses sectors such
as gaming, education,
healthcare, and social
networking and so on [20].

Finds applications in
manufacturing, healthcare,
asset management, and
smart cities.

Commonly utilized in
engineering, scientific
research, and training
simulations.

Predictive
capabilities

Limited predictive
capabilities, mainly focused
on user engagement and
experience.

Strong predictive
maintenance and
operational efficiency
based on real-time
analytics.

Provides predictions
based on predefined
inputs but lacks
real-time adaptation.

Visualization Offers immersive 3D
visualizations and user
avatars representing
real-world interactions.

Typically represents static
or semi-static models that
replicate their physical
counterparts.

Uses graphical models
but lacks the immersive
quality found in the
metaverse.
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The metaverse holds immense commercial value and development potential, finding applications
in fields such as entertainment, social networking, education, and healthcare.

2.2 The Characteristics of the Metaverse

Based on the literature review, it is evident that there are diverse perspectives on the characteristics
of the metaverse. The metaverse can be categorized into three types: technology facilitating interaction
among all entities, technology enabling the fusion of virtual and real worlds, and technology promoting
decentralization. American metaverse analyst Matthew Ball proposes six characteristics that the meta-
verse should possess: sustainability, real-time capabilities, unrestricted access, economic functionality,
connectivity, and creativity. Dr. Gong Caichun, the author of the White Paper, identifies the core
characteristics of the metaverse as immersive experiences, virtual avatars, the metaverse economy,
and metaverse social governance, Fig. 1. Wu Tong and others argue that the metaverse represents
an advanced form of the token economy characterized by sustainability, openness, autonomy, and
immersion. In summary, the key characteristics of the metaverse can be roughly summarized as follows:

Figure 1: Characteristics of metaverse

The metaverse exhibits several distinctive characteristics. Firstly, in terms of hyper-spatiotemporal
attributes, the metaverse is composed of vast amounts of data that represent the time and space within
the virtual world. Users access the metaverse through digital avatars, essentially becoming “virtual
humans,” enabling them to transcend the limitations of physical space and time and providing them
with an immersive experience beyond reality.

Secondly, decentralization plays a crucial role in the metaverse, primarily implemented through
blockchain technology. The metaverse strives for complete decentralization, ensuring that data is
securely stored in separate blocks protected by algorithms. Encryption technology is utilized to
enhance the security of data and address transactional security concerns for users within the metaverse.

Thirdly, open participation is a fundamental characteristic of the metaverse. It fosters an open
ecosystem that encourages user-driven innovation and creativity. Users have the freedom to build
metaverse modules and facilitate collaborative interconnections among different entities, promoting a
diverse and dynamic metaverse environment.

Lastly, the metaverse demonstrates the fusion of virtual and real elements. This fusion encom-
passes various stages, including digital twins, virtual primitives, virtual and real symbiosis, and virtual
and real linkage. With the continuous advancement of technologies and devices such as VR, AR, MR,
and 3D restoration, the boundaries between the physical and virtual worlds blur. Sensory experiences
encompassing vision, hearing, touch, taste, and smell are interconnected, and economic and cultural
systems seamlessly integrate. As a result, users enter an immersive environment where the line between
reality and virtuality becomes indistinguishable, providing them with an astonishing virtual reality
experience within the metaverse.
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2.3 The Development Course of the Metaverse

The concept of the metaverse, first introduced in Neal Stephenson’s 1992 science fiction novel
“Snow Crash,” described a parallel virtual world alongside physical reality. A significant milestone
occurred in 2003 with the launch of Second Life by Linden Lab, the first successful metaverse platform,
allowing users to create and interact in a virtual environment.

Technology companies began actively developing the metaverse following this. Facebook’s acqui-
sition of Oculus VR in 2014 demonstrated a commitment to virtual reality technology, and the release
of “Fortnite” by Epic Games in 2017 highlighted the metaverse’s growing influence.

Recent advancements in technologies such as 5G, artificial intelligence, and blockchain have
propelled the metaverse into a new phase. The year 2021 marked a significant increase in scholarly
interest and research, indicating the metaverse’s expanding impact.

The metaverse’s development can be categorized into different stages. According to Ning et al. [22],
there are three stages: the creation of a vast virtual world, the coexistence of virtual and physical
beings, and the integration of virtual society into the physical world. Duan et al. [2] expanded on
this by defining the metaverse’s stages as follows: the virtual stage with foundational technologies
like extended reality and blockchain, the integration of physical senses into the virtual world, and the
seamless perceptual integration of virtual and physical realms. Researchers [23] found that metaverse’s
development can be divided into four stages:infancy stage, early stage, mature stage and final stage. The
initial exploration focused on application and design, but the field still has room for breakthroughs
and innovation.

3 Key Technologies for Constructing the Metaverse

Metaverse technology is a fusion of multiple digital technologies, as illustrated in Fig. 2. The
key technologies include blockchain, human-computer interaction, artificial intelligence, networking,
computing, the Internet of Things, and electronic gaming. Additionally, other significant technologies
like digital twins, communication, high-performance computing, and cloud computing also play a
role. Upon reviewing various articles on metaverse-related technologies, a connection was found
between certain aspects, such as interaction, blockchain, artificial intelligence, and high-performance
computing, leading to their integration. Based on previous works, this article primarily analyzes
the applications of blockchain technology, interaction technology, artificial intelligence, digital twin
technology, edge computing, the Internet of Things, and networking in the metaverse [24]. In addition
to describing the roles that each of these technologies play in the metaverse, this article also provides
definitions of the nine major technologies and includes relevant technical diagrams.

3.1 Human as a User

As with other technologies, the main users of the metaverse are humans. In fact, the metaverse will
create its own virtual society, utilizing metaverse interfaces such as smart wearable devices. Human
users can interact and control their avatars [25–28] for socializing, work, and play [29]. A mindmap is
depicted in Fig. 3.The metaverse enables two-way interaction, allowing avatars to affect the real world.
For example, an avatar can make a video call to their human friends or colleagues, purchase real-world
goods and services, and more.
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Figure 2: Technologies needed for metaverse to work efficiently

Human
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Figure 3: Human user functions in the metaverse

3.1.1 Human Digitization: Avatar

In the metaverse, human-like animated characters, known as avatars, are generated. These avatars
are created by initially capturing photogrammetry scans of individuals and then processing them
[30,31]. Before creating human avatars in the metaverse, it is essential to understand the psychological
factors that influence user acceptance. Concepts like the Proteus Effect, Body Ownership (BO), and
the Illusion of Virtual Body Ownership (IVBO) are key to this understanding. These ideas trace back to
the famous 1998 rubber hand experiments, which revealed the phenomenon of BO-where individuals
perceived a rubber hand as part of their own body [32]. By applying such findings, digital avatars in
the metaverse can be designed to evoke a stronger sense of ownership and presence, enhancing user
immersion and acceptance.
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In the context of the metaverse, it is imperative to ensure that users experience the IVBO and
BO effects for an immersive virtual reality experience. This is typically achieved through an action
synchronization mechanism, where movements of the physical hand are mirrored in the virtual hand.
For instance, when the physical hand moves, the virtual hand should replicate the same motion.
Moreover, establishing visiomotor synchrony between the physical body and avatar imitation helps
induce the IVBO effect, leading to the BO effect [25]. Feng et al. [33] demonstrate a process for
capturing human subjects using commodity scanning hardware to generate digital characters from
four poses, constructing 3D models, and registering them for animation within minutes. The resulting
digital representations are suitable for simulations, games, and other virtual character applications.
Visconti et al. [34] compare two real-time methods for conveying expressions in virtual reality through
full-body avatars: one utilizing dedicated hardware for facial and eye tracking, and the other employing
an algorithm that generates facial motion from audio. A user study found that facial tracking was
more effective than lip sync in conveying sadness and disgust, with no significant differences observed
for anger and surprise. Batnasan et al. [35] create a prototype avatar capable of mimicking Arabic sign
language gestures for use in metaverse applications, enhancing research and educational opportunities
for people with hearing loss and beyond. Min et al. [36] propose a framework for constructing a
digital twin in the petrochemical industry, integrating IoT, machine learning, and a practice loop
for information exchange to optimize production control. This framework addresses challenges such
as high data dimensions and time lags. A case study demonstrates that this innovative approach
effectively enhances intelligent manufacturing by enabling real-time adaptation to market changes
and improving economic benefits. Gesslein et al. [31] present BodyDigitizer, an open-source, high-
resolution photogrammetry-based 3D body scanner that uses up to 96 Raspberry Pi cameras. It is
designed to provide an affordable solution for creating person-specific avatars for applications such
as mixed reality health projects. Tong et al. [37] present a novel system for capturing 3D full human
body models using multiple Microsoft Kinect devices. The approach effectively registers various body
parts from different views while managing non-rigid deformations, resulting in quick and efficient
generation of personalized avatars for applications in 3D animation and virtual reality. Villani et al. [38]
proposed the concept of a “Physical Metaverse” facilitated by the “Avatarm.” This avatar is equipped
with a hidden robotic arm, enabling physical manipulation of objects within the metaverse. The
innovative interface aims to bridge the gap between digital and physical interactions, creating the
illusion that avatars can directly manipulate objects. This enhancement is expected to improve user
engagement and interaction in immersive virtual environments. Yoon et al. [39] presented a taxonomy
for avatar-based interactions in virtual worlds, categorizing various scenarios according to avatar
types, flexibility, fidelity, and interaction features. By incorporating recent enabling technologies, the
study aimed to position current metaverse research and interaction platforms within this framework.
This approach demonstrates the viability and utility of the proposed taxonomy for understanding
and enhancing user interactions in the metaverse. Kato et al. [40] introduce the XR (Cross Reality)
Telexperience Portal as a method to connect remote real spaces and past environments with the
metaverse, thereby enhancing participation in business and entertainment. The study also addresses the
need for highly realistic avatars in 3D metaverse communication by proposing a method for generating
natural facial expressions, which improves the reliability of avatars as conversation partners. To explore
further advancements in avatar creation research, interested readers can refer to the following works
[41–43].
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3.1.2 Social Interaction and Community Building

The metaverse is a social space where users can connect, collaborate, and build communities.
Communication tools like voice chat, text, gestures, and even non-verbal cues are integral to fostering
these interactions. Virtual spaces within the metaverse are designed to facilitate both casual and
structured social interactions, from virtual coffee shops to collaborative workspaces and large-scale
events.

3.1.3 Privacy, Security, and Ethical Considerations

The metaverse raises important questions about privacy, data security, and ethical use of infor-
mation. Users need to be aware of how their data is collected, used, and shared, and they should
have control over their digital identities. Ethical considerations also include addressing issues like
cyberbullying, harassment, and ensuring safe and respectful environments for all users.

3.2 Digital Twin

In the context of the metaverse, a digital twin refers to creating an exact replica of a physical
object within a virtual world [36,44–46]. The term “digital twin” was initially introduced in a white
paper in 2003 [47]. Digital twin technology stands at the forefront of the Industry 4.0 revolution.
With advanced data analytics and the Internet of Things (IoT) leveraging high-band connectivity, it is
set to revolutionize various domains such as manufacturing, healthcare, gaming, power systems [48]
and more.

A significant milestone in digital twin research was marked by the National Aeronautics and
Space Administration (NASA), which published an article titled “The Digital Twin Paradigm for
Future NASA and U.S. Air Force Vehicles” [44]. This publication spurred a new research trend. NASA
provides the following definition for a digital twin [49]: “A Digital Twin is an integrated multiphysics,
multi-scale, probabilistic simulation of an as-built vehicle or system that uses the best available physical
models, sensor updates, fleet history, etc., to mirror the life of its corresponding flying twin” [44].
Han et al. [50] introduce a dynamic hierarchical framework for the metaverse, which enables multiple
virtual service providers (VSPs) to share digital twins (DTs) of physical objects while optimizing
synchronization intensities to improve service quality. By employing an evolutionary game and a
Stackelberg differential game approach, the authors demonstrate that incentivizing Internet of Things
devices can enhance data sensing and control. Their study provides both theoretical and experimental
evidence of the framework’s effectiveness compared to traditional methods. Nguyen et al. [51] present
a metaverse framework for scalable control of robot swarms, which integrates the physical and virtual
worlds through digital twins and control agents. By enabling human operators to manage swarms using
a limited number of virtual agents, the approach simplifies swarm control. The effectiveness of this
framework is demonstrated in a case study involving uncrewed ground vehicles (UGVs) and a virtual
uncrewed aerial vehicle (UAV), revealing improved task performance with higher levels of autonomy.
Chua et al. [52] address the challenges of real-time detection of adversarial patches in augmented
reality (AR)-assisted driving by offloading the processing of captured physical scenes to a Metaverse
Map Base Station (MMBS). They formulated an optimization problem aimed at maximizing detection
accuracy while minimizing transmission latency and battery consumption. To solve this, they propose
a Heterogeneous Action (HA) algorithm, which demonstrated improved performance over baseline
models through extensive experiments. Jagatheesaperumal et al. [53] introduce a digital twin frame-
work that integrates semantic communication with metaverse technologies to enhance performance
in smart industrial applications. The effectiveness of this framework is demonstrated through a use
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case focused on shop floor management. Jagatheesaperumal et al. [54] proposed a service-oriented
digital twin architecture that leverages metaverse-enabled platforms to enhance human interactions
with cyber-physical systems (CPS) in Industry 5.0 scenarios. The study highlights the transformative
potential of technologies such as the Internet of Everything (IoE), virtual/augmented reality (VR/AR),
and extended reality (XR). Digital Twin is an active research area with lots of opportunities for
improvements [55–57]. Digital Twin technology mainly includes the following core components.

3.2.1 Physical Entity and Digital Model

The actual object, system, or environment being mirrored in the digital world could be anything
from a machine part or an entire factory to a human organ or a city. A virtual representation of the
physical entity, often built using CAD models, simulation software, and advanced modeling techniques
that capture the entity’s behavior and characteristics.

3.2.2 Data and Algorithms

Real-time or near real-time data from the physical entity is fed into the digital model through
sensors, IoT devices, and data streams. This data includes everything from operational parameters
and environmental conditions to user interactions and external factors. The digital twin uses advanced
analytics, machine learning, and AI to process the data, simulate different scenarios, predict future
outcomes, and provide insights for decision-making. Digital twin technology is an advanced digital
technology with broad application prospects, which brings unprecedented development opportunities
to various industries by achieving seamless connection and real-time interaction between the physical
world and the virtual world.

3.3 Physical Infrastructure

The physical infrastructure for the metaverse refers to the underlying hardware and systems that
support the creation, maintenance, and operation of virtual worlds. The physical world supplies the
metaverse with essential infrastructure, such as sensing, control, communication, and storage systems.
The sensing and control infrastructure consists of smart objects such as sensors and actuators, which
utilize various heterogeneous wireless or wired networks, including satellite communications, cellular
communications, and unmanned aerial vehicle (UAV) communications [58]. While the metaverse
technology encompasses powerful computing and storage infrastructure, it also leverages cloud-edge-
end computing. Kai et al. [59] investigate a collaborative computing framework for mobile edge
computing (MEC) that enables partial processing of tasks across mobile devices, edge nodes, and
cloud centers to enhance processing efficiency. They propose a pipeline-based offloading scheme and
formulate a sum latency minimization problem. By utilizing successive convex approximation, they
transform the non-convex optimization into a convex one. Simulations demonstrate that this approach
significantly outperforms existing offloading schemes. So we can see physical infrastructure consists
of the following key components.

3.3.1 Hardware Equipment and Network Facilities

Virtual reality devices: Including head mounted displays (VR headsets), controllers, motion
capture devices, etc., which allow users to immerse themselves in the metaverse world and interact
with the virtual environment. VR headset is one of the most essential devices, which can provide 360
degree panoramic vision, allowing users to feel an immersive experience.
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Augmented reality devices (AR): Although slightly different from VR, AR devices are also
important tools for accessing the metaverse. They can overlay virtual information in the real world,
providing users with a mixed reality experience.

High performance computing devices: The metaverse requires processing large amounts of data and
complex computing tasks, so high-performance servers, workstations, and data centers are essential.
These devices can ensure the stable operation and efficient data processing of the metaverse.

High speed communication networks: Including high-speed wireless communication networks such
as 5G and 6G, as well as wired networks such as fiber optic broadband. These network facilities can
provide low latency, high bandwidth data transmission capabilities, ensuring a smooth user experience
in the metaverse.

Satellite Internet: In order to realize the global coverage and global access of the meta universe,
satellite Internet is also one of the important infrastructures. It can provide stable network connections
for users in remote areas, further promoting the popularization and development of the metaverse.

3.3.2 Data Acquisition and Storage

Data acquisition can be achieved through sensors and IoT technology.

Sensor technology: Sensors are the bridge between the real world and the metaverse, capable of
sensing and collecting various information about the real world, such as environmental parameters,
personnel location, object status, etc. These pieces of information can be used to construct more
realistic and vivid virtual environments.

Internet of Things technology (IoT): Internet of Things technology can connect various devices to
achieve data interoperability and sharing. In the metaverse, IoT technology can facilitate interactions
between the virtual and real worlds, extending to areas like smart homes, smart cities, and beyond.
Data storage can be accomplished using data centers and cloud computing.

Large data centers: The metaverse requires the storage and processing of massive amounts of data,
including user information, virtual environment data, interaction data, and more. Large data centers
can provide sufficient storage space and powerful computing power to support the demands of the
metaverse.

Cloud computing platform: Through the cloud computing platform, the metaverse can achieve
dynamic allocation and elastic expansion of resources. Users do not need to purchase and maintain
expensive hardware devices, they only need to access the cloud computing platform through the
network to enjoy the services of the metaverse.

3.4 Metaverse Engine

A “metaverse engine” originally refers to the technology and software frameworks used to create,
run, and manage virtual worlds, or the metaverse. These engines and technologies are the foundation
for building the immersive, interactive, and persistent virtual worlds that make up the metaverse.
However, the primary fuel for the metaverse is real-world data [1]. The metaverse takes input from real-
world data and generates and maintains its virtual environment using human-computer interaction
tools such as smart glasses and AI-enabled devices. AI-enabled devices, digital twins, and blockchain
serve as the main sources and mediums for data input. For example, augmented reality and virtual
reality enable users to experience the metaverse through human senses such as touch, hearing,
and sight. Virtual Reality Modeling Language (VRML) is another technology that enables smooth
interaction with the metaverse. While VRML was originally developed in the 1990s for creating 3D
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virtual experiences in web applications, it finds application in the metaverse as well. Brain-computer
interfaces (BCI) are another invention that enhances users’ ability to perceive and interact with the
virtual world more realistically. The virtual economy, coupled with digital avatars, provides an elevated
level of experience. The virtual economy requires security technologies like blockchain. As a result,
the metaverse introduces a new economic system wherein digital twin avatars can create and monetize
digital assets replicated using digital twin technology. Thus, we can say that real-world data serves as
the engine powering the metaverse. In Fig. 4, we have depicted how the metaverse engine interacts with
real-world data and other components of metaverse technology to breathe life into it.

Figure 4: Metaverse engine works at the core of metaverse technology

3.5 Interactive Technology

Human-computer interaction technology serves as the gateway to the metaverse, providing device
interfaces for entering the virtual world and offering users an immersive experience. Interactive
immersion technology allows users to experience full sensory immersion in the metaverse, enabling
them to control virtual avatars, create content, socialize, and participate in digital transactions. Virtual
reality, utilizing computer simulation to create virtual environments, plays a crucial role in generating
a sense of immersion in the virtual world.

3.5.1 Extended Reality (XR)

XR, which stands for extended reality, encompasses immersive technologies used to access the
metaverse. It represents a range of technologies that provide a sense of virtual reality. XR allows users
to transition from the physical world to a completely virtual one. Based on the level of virtuality, XR
can be categorized into three distinct bands [60].

• Augmented Reality (AR): AR provides a semi-real and semi-virtual experience, serving as an
interface between the physical and virtual worlds. Users can distinguish between the virtual
and physical elements. AR effects can be experienced through devices like smartphones, tablets,
Realer devices, and more.

• Mixed Reality (MR): As defined by [60], mixed reality offers a more seamless integration of
the virtual world with the real world compared to AR. For example, virtual objects can be
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occluded by physical objects. Devices such as Hololens, Magic Leap 1, and Lynx enable users
to experience MR effects.

• Virtual Reality (VR): VR provides the highest level of immersion, where the virtual world closely
resembles the physical world. Users can perceive audio and visual stimuli in both the virtual and
physical realms. Devices like Meta Quest 2 and HTC Vive are designed for experiencing VR.

3.5.2 Interactive Basic Technology

The basic interactive technologies mainly include virtual reality (VR), augmented reality (AR),
hybrid reality (MR), VR handle technology, spatial positioning technology, brain-computer inter-
action technology, line of sight tracking technology, etc. The application of VR technology, for
example, involves companies creating virtual factories, where visitors wear VR glasses and perceive
the environment as if they are physically present in the factory. Among these technologies, VR handle
technology refers to a special handheld device that can sense user hand movements and translate
them into corresponding movements in virtual scenes. Users can control characters, objects, etc., in
the virtual environment using the VR handle. Spatial positioning technology enables user position
tracking and motion capture in virtual environments through devices such as sensors and cameras,
including rotation tracking based on gyroscopes and position tracking based on laser rangefinders.
Brain-computer interaction technology monitors users’ brain waves through sensors, allowing for
mental control and sensing in virtual environments. Eye tracking technology monitors the user’s line
of sight using devices such as eye trackers, enabling gaze-based interaction in virtual environments.

He et al. [24] demonstrate a novel cutoff system for wearable devices currently used for VR
scene interaction, which mostly rely on complex structures and external power sources, such as
flexible gloves. The system integrates multimodal sensors and tactile feedback units for virtual
reality applications. However, the challenge of complex structure has not been adequately addressed,
highlighting the need for the development of new single-functional materials capable of detecting
multiple stimuli simultaneously.

3.5.3 Interactive Technology Empowers the Metaverse

Virtual reality technology, also known as VR technology, utilizes computer technology and
devices to simulate a virtual world, allowing users to immerse themselves and experience this virtual
environment. Through headsets, controllers, and sensors, virtual reality technology can replicate users’
visual, auditory, tactile, and other sensory experiences, providing them with a truly immersive and
engaging experience.

The applications of virtual reality technology in the metaverse are vast. Apart from offering
immersive entertainment experiences, it has found its place in the field of education as well. Particularly
during the outbreak of the epidemic, the education sector actively embraced online education and
teaching activities. Utilizing virtual reality technology, three future online education scenarios were
created, incorporating VR course resources, VR course design, and the integration of “5G+VR”
technology. These initiatives aimed to establish an immersive online education model for students,
providing them with interactive and engaging learning experiences [61]. In the architecture field, virtual
reality technology, combined with digital modeling techniques and XR technology, has been leveraged
for safety education inspections. Spitzer et al. [62] propose a decision-making framework to assist
educators in Architecture, Engineering, and Construction (AEC) programs in selecting appropriate
extended reality (XR) technologies-such as virtual reality, augmented reality, and mixed reality-
for specific educational outcomes. Grounded in a comprehensive literature review, the framework
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addresses factors like budget, scalability, and space requirements, and was successfully validated at a
summer camp, emphasizing the importance of context in choosing XR modalities to enhance student
engagement and learning. Kwok et al. [63] demonstrate the use of VR headphones in conjunction with
the Fuzzy Multi-Criteria Decision Making (MCDM) method. This approach was designed to identify
crucial factors and parameters for product casing design by understanding customer preferences and
engineers’ technical requirements. The visual representation of the universe within a virtual environ-
ment provided by the VR headphones facilitated a comprehensive evaluation process. By incorporating
technical and aesthetic considerations, the proposed fuzzy MCDM method enhanced the robustness of
product design, leading to better outcomes. Patel et al. [64] conduct research on interactive technology
and collected body-related information through feedback devices worn on the wrist and ankle. This
data, combined with AI calculations and 3D scanning technology, was utilized to gather the necessary
information for virtual projection. Wang et al. [65] provide a comprehensive overview of immersive
(XR) interaction technology, holographic communication technology, and sensory interconnection
technology. Additionally, the article discussed the application of brain-computer interface technology
in the medical field, focusing on detection and evaluation. Notable advancements have also been
made in entertainment and focus training domains, with ongoing exploration required for further
development. Yeong et al. [66] explore the utilization of AR and VR technology in video fusion to
enhance the 360-degree autonomous direction selection in photography and videography. By enabling
the selection of viewing angles during shooting, the author addressed the limitations of traditional
TV shooting and display, allowing for a full field of view and multiple angles. This application of
AR and VR technologies augmented the traditional advantages of television media, mitigated certain
drawbacks, and introduced a novel viewing and interaction mode known as the “Metaverse Neighbor
Viewing Mode.” This mode is expected to bring significant changes to various forms of video new
media, including news dissemination, concerts, and live broadcasts. Yu et al. [67] develope a lightweight
and cost-effective design for a self-sensing actuator called SenAct, which was showcased in the form
of a tactile feedback glove. This glove enhances immersion and overall sensation, enabling users
to experience a more realistic virtual reality environment. To ensure consistent and accurate force
feedback, a closed-loop control strategy utilizing sensor features was proposed. This strategy leverages
the relationship between capacitance (Cloud) and load (Flow), allowing for precise force feedback
during interactions with virtual objects.

Cload = fc(Fload) (1)

The relationship between output force and sensor capacitance with different loads is linear, and
the fitting curve of Kload can be given as:

Kload = fk(Fload) (2)

The output force of SenAct can be expressed as:

Fout put = Kload(C − Cload) (3)

When SenAct comes into contact with the wearer, there is a preload on the SenAct, which can be
calculated by:

Fload = f −1
c (Cload) (4)
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Since Fload is known, calculate the corresponding Cdesired value based on the desired output force,
and then set the Cdesired value to a set value to adjust the output force of SenAct, namely:

Cdesired = f −1
c (Cload) (5)

Based on the relationship and control strategy between preload, capacitance, and output force,
the closed-loop control ensures the uniformity of the sensor’s output force under different loading
conditions. According to Peter A. Kara et al. [68], VR, AR, and XR are not the only 3D visualization
technologies benefiting from ongoing research. Light field technology, another type of 3D imaging,
can be utilized in telepresence, social activities, education, cultural heritage, gambling, online dating,
and more. The light field metaverse remains an important concern in terms of privacy compared to
the traditional metaverse.

In summary, it can be observed that interaction technology does not exist in isolation and usually
requires comprehensive application to achieve a more natural and efficient user interaction experience.
At the same time, interaction technology also needs to cooperate with other elements such as hardware
devices and software platforms to build a complete metaverse system.

3.6 Artificial Intelligence

Artificial intelligence technology is a key factor in achieving end-to-end intelligence in the meta-
verse, providing technical support for metaverse application scenarios and improving the operational
efficiency and intelligence level of the virtual world. When it comes to intelligent agent technology,
artificial intelligence is trained and optimized using techniques such as machine learning and deep
learning, enabling it to learn independently and adapt to different scenarios. When applied to
metaverse intelligent dialogue systems, it can act as a way for users to engage with virtual environments.

3.6.1 Basic Technology of Artificial Intelligence

An intelligent agent refers to a virtual role that performs tasks on behalf of users in the metaverse,
and it has the ability to make decisions and act independently. In the metaverse, intelligent agents can
play various roles, such as virtual guides, virtual salesmen, virtual customer service, and more. Users
can interact with intelligent agents through voice commands, gestures, head movements, and other
means to complete various tasks and operations. Intelligent agents can make independent decisions
and take actions based on user input and the current environmental status, thereby providing more
convenient and personalized services and experiences.

The core of intelligent agent technology lies in machine learning and deep learning [69]. Generally,
intelligent agents require extensive training and optimization to achieve desirable results. Additionally,
intelligent agents need to possess good human-computer interaction abilities to effectively commu-
nicate and interact with users. Overall, intelligent agent technology is a major component of the
metaverse, providing users with more advanced and convenient virtual services and experiences.
Machine learning is an artificial intelligence technology that enables machines to learn and improve
algorithms automatically by analyzing and processing large amounts of data, thereby accomplishing
various tasks.

Machine learning can be categorized into supervised learning [70], unsupervised learning [71],
semi-supervised learning [72,73], and reinforcement learning [74]. In the metaverse, machine learning
technology finds applications in numerous fields, including intelligent agents, virtual roles, speech
recognition, image recognition, natural language processing [75], and more. For example, intelligent
agents can utilize machine learning technology for training and optimization, enabling them to
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provide more intelligent and personalized services and experiences. Virtual characters can leverage
machine learning technology to exhibit more realistic behavior and interaction. Speech recognition
and image recognition can utilize machine learning technology to achieve more accurate recognition
and understanding. In the metaverse, machine learning necessitates a large volume of data for effective
training and optimization. Additionally, selecting appropriate algorithms and models for analysis and
processing is crucial. Furthermore, machine learning also needs to address concerns related to data
security and privacy protection.

Natural language processing (NLP) [76] is a technology that uses computer technology to process
and analyze human natural language. NLP is an active research area [77–80] with a wide area
of applications including metaverse. In the metaverse, natural language processing technology can
be applied to speech recognition, text analysis, natural language generation, intelligent dialogue,
and other fields to provide users with more natural, intelligent, and personalized interactions and
services. For example, in the metaverse, users can engage in speech interaction through speech
recognition technology, converting natural language into computer-recognized language. Text analysis
technology can be used to analyze users’ comments and behaviors on social media, games, and
other platforms, thereby providing more intelligent services and recommendations. Natural language
generation technology such as Large Language Models can be used to generate answers and comments
in intelligent conversations. Intelligent dialogue technology can achieve natural, smooth, and personal-
ized conversations, providing a higher-quality user experience. With the minute recording of data from
all aspect of life gave birth to big data which paved the path to success of deep neural networks, such
as large language models. At the same time, the improvement of hardware equipment also provides
natural language processing technology with stronger computing power and efficiency.

3.6.2 Artificial Intelligence Empowers the Metaverse

Huynh-The et al. [81] describe how the metaverse can establish a secure, scalable, and realistic
virtual world on a dependable and continuously online platform by integrating artificial intelligence
technology with AR/VR, blockchain, and network technology. By examining traditional ML algo-
rithms and DL architectures, we can advance various metaverse support technologies, such as natural
language processing, machine vision, blockchain, networking, digital twins, and neural interfaces.
The modernization of built-in services and applications has demonstrated significant potential for
the establishment and development of metaverse virtual worlds. Mu et al. [82] describe the techniques
of object segmentation, object tracking, and attitude estimation in artificial intelligence, providing
people with a hyper-spatial perception of past, present, and future metaverse scenes by capturing the
ever-changing real world. In artificial intelligence NPC games, these NPC characters can simulate
human behavior and thinking, making the game scenes more realistic and vivid.

3.6.3 Artificial Intelligence Secures the Metaverse

Intelligent monitoring and warning: Artificial intelligence can monitor user behavior, transaction
activity, and system operation status in the metaverse in real time, identify abnormal behavior patterns
such as fraud, malicious attacks, etc., through big data analysis, and issue timely warnings. By utilizing
natural language processing (NLP) and image recognition technology, AI can analyze user chat
content, images, and videos to detect potential threat information such as hate speech, pornography,
or fraudulent advertising.

Automated defense and response: In response to detected security threats, artificial intelligence
can automatically trigger defense mechanisms, such as blocking malicious accounts, isolating infected
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areas, or initiating emergency response processes. AI can also dynamically adjust defense strategies
based on the severity and type of threats, improving the system’s adaptability and resilience.

Identity authentication and permission management: Through technologies such as biometric
recognition and behavioral analysis, artificial intelligence can offer users a more secure and convenient
method of identity verification, ensuring that only authorized individuals can access sensitive resources
in the metaverse. At the same time, AI can dynamically adjust users’ access permissions based on their
roles and permissions, preventing unauthorized access and data leakage.

3.7 Edge Computing

Let’s consider a metaverse-based airport scenario where there are no human employees present
on-site. Instead, employees work remotely from different locations, monitoring and authenticating
passengers and their belongings. In such a scenario, if a large amount of data is sent from the airport
to a remote server, there is a risk of important customer information leaking. To address this, multiple
servers are installed near the airport, and data analysis is performed locally. Additionally, data may
need to be encrypted before being sent to the remote cloud server. This paradigm is known as edge
computing. Edge computing enables operators to perform processing, storage, and other functions on
demand at the network edge, where data is generated.

As for the need for the metaverse, a network based on demand cloud computing technology
such as edge computing is required [83–86]. Ashani et al. [87] provide a comprehensive overview
of metaverse-as-a-service (MaaS) platforms, focusing on privacy, security, edge computing, and
blockchain technology. The study discussed challenges, proposed solutions, and outlined future
directions for secure, private, and efficient MaaS implementation across various layers of the meta-
verse. Wang et al. [88] survey how mobile edge computing (MEC) addresses computational, storage,
and energy limitations in the metaverse by offloading tasks to network edges. The study examined
architectures, technologies, and application scenarios, including BoundlessXR and CloudXR, and
proposed future directions for metaverse system development.

Karunarathna et al. [89] present a practical approach for realizing the metaverse using fifth-
generation (5G) and beyond 5G (B5G) technologies, emphasizing the roles of network slicing
and multi-access edge computing in enabling immersive applications. The survey also addressed
deployment challenges and outlined the technical requirements for successful implementation.
Jamshidi et al. [90] presented a novel GSM triplexer designed for 5G-enabled IoT applications in
sustainable smart grid edge computing and the metaverse. The triplexer demonstrated outstanding
performance with minimal insertion losses and a compact layout optimized for 5G smart grid services.
Dhelim et al. [8] propose a Fog-Edge hybrid computing architecture for metaverse applications, which
offloads computationally intensive tasks such as collision detection and 3D physics simulations to edge
devices. This approach reduces latency by 50% compared to traditional cloud-based architectures.
Yu et al. [91] explored the bidirectional relationship between digital twins and multi-access edge
computing in the metaverse. The study focused on the creation of digital twins on MEC servers and
the development of a continual learning framework for resource allocation strategies that enhance
synchronization and improve user experience.

3.7.1 Edge Computing Basic Technology

The edge computing system mainly consists of three components: the perception layer, internet
gateway, and edge servers. The perception layer comprises IoT sensors, actuators, visio motor sensor
devices, VR headsets, and other devices that directly capture user input and send it to the edge servers
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for processing. Edge servers are located near the source of the original data, and they receive input
from the perception layer or other sources to perform processing, aggregation, and local computing
tasks. Internet gateways are used to connect these edge computing processors to the Internet. In
the metaverse, various activities such as identity modeling, real-world and virtual-world interactions,
and interactions between multiple universes generate massive amounts of data. Processing this data
efficiently and reducing latency is essential, and edge computing technology plays a crucial role in
addressing these challenges [12]. Edge computing enables faster data processing and transmission,
making it well-suited for handling the large data volumes in the metaverse. It is considered an effective
alternative to cloud computing when it comes to processing large amounts of data. By leveraging
edge computing technology [92], the computational power in the metaverse can be brought closer to
the user’s equipment base station, thereby reducing latency. However, it’s important to note that if a
user’s device moves, it can cause interruptions. To mitigate this, computing power can be pre-deployed
to the next base station, enabling seamless migration among users while maintaining continuous
computational support.

Edge computing plays a crucial role in the metaverse by addressing the following tasks and
challenges:

• Edge computing helps address the data latency problem in the metaverse by providing timely
data without the need to travel through long internet distances. This is particularly crucial for
tasks such as physical emulation, graphics rendering, and real-time data streaming, which are
significant concerns causing data availability and latency issues in the metaverse.

• Edge computing contributes to performance optimization in the metaverse by resolving com-
putational bottlenecks, managing network traffic, and enabling higher-level tasks. It ensures
efficient utilization of computing resources and improves overall system performance.

• With its proximity to data sources, edge computing enhances data authentication, ensures
ubiquitous access to data, and addresses scalability challenges. It reduces the reliance on
transmitting every generated data over the internet and facilitates secure and efficient data
handling.

• Edge computing helps alleviate network congestion issues by processing data at the edge instead
of sending it all to the cloud. This approach reduces unnecessary data storage and ensures that
data is available where it is needed.

• By providing fast processing capabilities in close proximity to various head-mounted displays
(HMDs), edge computing relieves the computational burden on these devices, enabling them to
receive processed information quickly.

• Edge computing plays a crucial role in addressing user data privacy concerns in the metaverse.
By processing data locally and sending only relevant information to the cloud, it reduces the
risks associated with sending raw data over the internet.

• As a service provider, edge computing offers greater control and authentication capabilities over
data compared to remote cloud servers. It enables monitoring of data privacy and facilitates the
differentiation between private and public data.

• Edge computing provides increased data reliability compared to remote cloud computers. By
processing and storing data at the edge, it reduces the dependency on distant servers and
improves data availability and integrity.

• Additionally, edge computing helps reduce the cost of data transmission over the internet. It
also mitigates the computational burden on HMDs, which would require more resources and
incur higher costs if all processing were performed on the devices themselves.
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3.8 Blockchain Technology

Blockchain technology is a distributed ledger system that ensures immutability, decentralization,
and secure transmission of user data in the metaverse. Blockchain includes hash algorithms, timestamp
technology, consensus mechanisms, and distributed technology. Hashing algorithms and timestamp
techniques offer users data traceability and confidentiality. Consensus mechanisms solve credit
problems, and distributed networks constitute the core foundation and support for the operation of
the entire economic system [6].

In the metaverse, blockchain technology can be utilized in areas like virtual currency, digital asset
trading, and data privacy protection. It provides users with more secure, transparent, and trustworthy
transactions and services. Users can use virtual currency for payments and transactions in the
metaverse, with blockchain technology ensuring the security and credibility of these exchanges. Digital
asset trading can leverage blockchain technology to achieve decentralized trading, avoiding the risks
and problems associated with traditional centralized exchanges. Additionally, data privacy protection
can utilize blockchain technology for decentralized identity authentication and data storage, thereby
protecting user privacy and data security.

3.8.1 Blockchain Basic Technology

Blockchain technology is based on cryptography and distributed systems, with its core comprising
blockchain data structures and consensus mechanisms. In blockchain networks, data is recorded in
the form of blocks on the blockchain, and collaboration and verification among nodes are achieved
through consensus mechanisms. The fundamental technology of blockchain encompasses various
aspects. For instance, the basic data units in blockchain consist of multiple transaction records
and block header information. The problem of cooperation and synchronization between nodes is
resolved through distributed systems, and data distribution and storage are realized using peer-to-
peer networks, distributed hash tables, and other technologies. Cryptographic techniques ensure the
confidentiality and integrity of data during transactions. The decentralization and security aspects of
blockchain are achieved through consensus mechanisms [93,94].

Smart contract technology enables automated transaction operations, which can be written and
executed using programming languages and virtual machines on the blockchain platform. Smart
contracts can be considered as automated contracts that can execute and validate transactions without
intermediaries, providing high security and reliability. They can facilitate automatic operations in
various scenarios, including automatic transfer, tamper-proof records, and digital identity verification.
Therefore, smart contracts play a crucial role in the application scenarios of the metaverse.

In the metaverse, decentralized storage can be applied to store and share various types of data,
including virtual assets, smart contracts, and user data. Simultaneously, decentralized storage also
provides users with better privacy protection, allowing them to have control over their data and decide
whether to share it with others. It ensures the openness and transparency of transactions, and the
development of decentralized storage technology will provide better technical support for metaverse
construction.

Overall, blockchain technology forms the foundation for implementing blockchain networks and
needs to be designed and optimized in conjunction with specific application scenarios to achieve more
efficient, secure, and reliable blockchain applications. Additionally, blockchain technology can be
utilized to ensure the security and credibility of data in the metaverse, thereby ensuring fairness and
transparency within the virtual economy.
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3.8.2 Blockchain Technology Empowers the Metaverse

The fair exchange protocol proposed by researchers based on blockchain is often included in TTP-
free protocols due to the encryption pairing operation, but it incurs high costs for the blockchain.
Chen et al. [95] have introduced a new signature exchange protocol called DFSE. This protocol is
decentralized, verifiable, efficient, and autonomous. Through on-site network testing, the feasibility
of the protocol has been confirmed, and it also demonstrates low costs.

Wei [96] discusses the limitations of the traditional tourism industry and addresses the security
of tourism data through the utilization of cryptocurrency payment technology in blockchain. By
establishing trust orders through consensus mechanisms, it promotes the high-quality development
of the tourism market. This method has revolutionized the tourism industry’s value chain by lowering
transaction costs, enhancing transparency in the business environment, and thereby improving service
efficiency. Xu et al. [97] propose a novel trustless architecture for blockchain-enabled metaverses,
focusing on efficient resource integration and allocation through On-Demand Trusted Computing
Environments (OTCE). By leveraging local trust evaluation and hypergraph-based representation, the
architecture aims to enhance security and flexibility while mitigating the inherent risks of metaverse
technologies. Yang et al. [98] explore the integration of Blockchain and Artificial Intelligence (AI)
within the metaverse, examining cutting-edge studies on its components, digital currencies, and
blockchain-empowered technologies. The study emphasizes the need for interdisciplinary collabo-
ration between academia and industry to advance the fusion of AI and Blockchain, with the goal
of creating an open, fair, and transformative metaverse. Mishra et al. [99] provide a comprehensive
assessment of blockchain systems in the metaverse, highlighting their potential to address privacy
and security concerns due to decentralization, immutability, and transparency. The paper explores
the integration of blockchain with key metaverse technologies like artificial intelligence, big data, and
the Internet of Things (IoT), and highlights the challenges and opportunities for future development
in this evolving digital landscape.

3.8.3 Blockchain Technology Secures the Metaverse

Data immutability and transparency: Blockchain technology ensures that key information such
as transaction data and user behavior records in the metaverse cannot be tampered with once they
are on the chain through distributed ledgers and encryption algorithms, thereby improving the
authenticity and credibility of data. This transparency also helps with public supervision and reduces
the occurrence of fraud and corruption.

Smart Contracts and Automated Execution: Smart contracts on the blockchain can automatically
execute preset rules and conditions without the need for third-party intervention, thereby reducing
the risk and cost of human operation. In the metaverse, smart contracts can be used to manage virtual
assets, execute transaction protocols, and ensure the authenticity and fairness of transactions.

Decentralization and Attack Prevention: The decentralized nature of blockchain enables the
metaverse to no longer rely on a single centralized institution to maintain security, thereby reducing
the risk of single point attacks. Meanwhile, nodes in the blockchain network can mutually verify and
backup data, improving the stability and reliability of the system.

3.9 Network and Computing Technology

Cloud service technology enhances the metaverse experience by offering low-latency services,
more efficient collaboration, and products built on cloud infrastructure that are readily accessible
to users around the globe. The Internet of Things (IoT) aims to establish information carriers and
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telecommunications networks based on the Internet, enabling the interconnection of all independently
addressable physical objects. In the metaverse, Chen et al. [100] highlight the need to process large
amounts of data and information, which requires robust network and computational technologies.
These technologies include 5G/6G networks, cloud computing, big data, and more. The 5G/6G
network can be likened to airplanes and high-speed trains in real life, providing large-scale, high-
speed, and low-latency access transmission channels in the metaverse, ensuring a real-time and smooth
user experience [101]. Cloud computing, big data, and artificial intelligence technologies help achieve
efficient data management and computing capabilities, enhancing the intelligence and automation of
the metaverse. By combining 5G, cloud computing, and edge computing technologies, the metaverse
can support more online users while ensuring low latency and seamless experiences. This integration
also reduces user terminal requirements, facilitates the expansion of the user base, and accelerates the
development of the metaverse ecosystem.

3.9.1 5G, 6G Technology

The metaverse demands high synchronization and low latency to deliver a real-time, smooth, and
seamless experience. Testing data from Open Signal, an independent network testing agency, shows
that 4G LTE can achieve end-to-end latency of 98 milliseconds, which is sufficient for interactive
applications such as video conferencing and online classrooms. However, it falls short of meeting the
metaverse’s strict requirements for low latency. One major issue with VR equipment is the latency
caused by transmission delays. Its index is the delay from rotating the head to rotating the picture. The
improvement of 5G bandwidth and transmission rate can effectively reduce the delay and alleviate
latency.

According to data from Nokia Bell, 5G end-to-end latency can be kept under 10 milliseconds. The
metaverse demands rapid transmission of large data volumes and depends on robust communication
infrastructure. However, the actual transmission rate of 5G may fall short of its design potential due to
the limited number of base stations. Japan and South Korea’s projections for 6G network technology
suggest that its latency will be reduced to one-tenth of 5G, with transmission speeds anticipated to
be 50 times greater. This advancement is anticipated to truly achieve the goal of low latency issue
solution. The characteristics of immersive, intelligent, and fully integrated 6G in the future will deeply
integrate various new technologies, fully unleash the potential of the metaverse, and drive its progress
and transformation [102].

3.9.2 The Internet of Things

The Internet of Things (IoT) technology plays a crucial role in bridging the gap between the
real world and the virtual world, offering a wealth of data and intelligent capabilities to support the
metaverse. IoT devices and sensors enable the capture and transmission of physical data from the real
world into the metaverse, allowing for a seamless connection between the two realms. By operating
simultaneously in both the virtual environment of the metaverse and the physical world, IoT devices
can control the behavior of physical devices, enabling a seamless integration of the real and virtual
worlds. Moreover, IoT technology provides real-time monitoring and feedback for the metaverse,
empowering users to better manage and control virtual environments.

In the future development of the metaverse, IoT technology will be indispensable, as it offers
strong support for its implementation and application. Serving as a key technology for bridging
the gap between the virtual and real worlds, the Internet of Things is crucial for transcending the
boundaries between these two realms. It provides reliable technological guarantees for the interaction



3472 CMC, 2024, vol.81, no.3

and coexistence of virtual and real entities in the metaverse, enhances the perception of external
resources within the metaverse, and contributes to the inevitable growth and development of this
immersive virtual world.

The Internet of Things technology provides reliable technical support for connecting all things in
the metaverse and the coexistence of the virtual and real worlds, including the perception layer, network
layer, and application layer. The perception layer and network layer can provide a technical foundation
for the metaverse to perceive signals from the physical world. The application layer represents the
ultimate objective of the Internet of Things, managing the big data obtained by device terminals to
provide intelligent services for different business fields. It can link all things in the metaverse and
manage them in an orderly manner, achieving virtual and real coexistence. Based on the analysis of
key technologies in the metaverse, the advantages and disadvantages of the key technologies in the
metaverse are described in Table 3.

Table 3: Key technologies, advantages and disadvantages of metaverse

Technology Advantages Disadvantages

Avatar (Human
digitization)
[25,27,29,103]

1. Enhances user immersion, enabling
realistic virtual collaboration and
social interaction. First step towards
immersive feeling, can collaborate and
work virtually.

1. Personal social security such as
stalking, stealing information
while being hidden.

2. Allows for extensive
personalization and customization,
aiding in individual expression within
virtual spaces.

2. Maintaining avatar
consistency across diverse
platforms can be challenging.

3. Provides accessibility tools,
ensuring users with disabilities can
participate fully in virtual
environments.

3. Users might experience a
disconnect between their virtual
avatars and real-world identities,
potentially leading to identity
issues.

4. Promotes diverse social interactions
across global communities, fostering
cultural exchange.

4. Over-identification with
virtual personas could result in
psychological impacts.

Digital twin
[44,46,47,104]

1. Enables sophisticated simulations in
fields such as medicine, industrial
automation, and gaming, thereby
supporting in-depth data analysis and
insights.

1. High costs and complexity are
associated with implementing
accurate sensor technologies and
creating detailed models.

2. Enables real-time monitoring and
predictive analytics, particularly
useful in industries like healthcare and
manufacturing.

2. The high expense of
establishing digital twins can be a
significant barrier to adoption.

(Continued)
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Table 3 (continued)

Technology Advantages Disadvantages

3. Supports virtual testing of products
before physical prototypes are
produced, leading to time and cost
savings.

3. Reliance on precise data
accuracy is critical, as any
inaccuracies can compromise the
validity of simulations.

4. Enhances decision-making by
allowing for the simulation of various
scenarios and outcomes.

4. Integration with existing
systems and platforms can pose
significant challenges.

Physical infrastructure
(e.g., 5G/6G) [58,100]

1. Facilitates high-speed data transfer
and low latency, enhancing real-time
interactions in virtual environments.

1. Requires significant investment
in infrastructure, which may lead
to disparities in access.

2. Ensures seamless, uninterrupted
real-time communication and
interaction.

2. Infrastructure development
can be time-consuming and
complex, often leading to delays.

3. Supports a large number of
connected devices, crucial for the
operation of smart cities.

3. Rapid technological
advancements may quickly
render existing infrastructure
obsolete.

4. Improves global access and quality
of remote experiences.

4. Requires substantial
commitment and investment
from both government and
private sectors.

Metaverse engine [1,60] 1. Powers interactions between users
and virtual environments, supporting
multi-platform access.

1. Development complexity and
high computational demands
may limit accessibility.

2. Simplifies the development and
deployment of interactive
environments across different
platforms.

2. High technical expertise is
needed for developers to fully
utilize complex engines.

3. Supports AI-driven content
generation, creating more engaging
and personalized user experiences.

3. Performance may vary based
on the computational resources
available, potentially leading to
issues.

4. Facilitates cross-platform
functionality, allowing users to
interact regardless of their device.

4. Proprietary nature may restrict
user flexibility and limit access to
certain features.

Extended Reality (XR)
[105–108]

1. Offers immersive experiences
through the integration of augmented
reality (AR) and virtual reality (VR).

1. Specialized hardware and
software requirements may limit
accessibility for some users.

2. Enhances educational experiences
by providing immersive, interactive
learning environments.

2. High development and
hardware costs can be
prohibitive.

(Continued)
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Table 3 (continued)

Technology Advantages Disadvantages

3. Creates platforms for interactive
entertainment, significantly boosting
user engagement.

3. Prolonged use may lead to
discomfort or motion sickness
for some users.

4. Enables realistic training
simulations, reducing risks in fields
such as aviation and medicine.

4. Scalability challenges exist
when delivering these experiences
to a broad audience.

Artificial Intelligence (AI)
[81,86,109–112]

1. Improves user experiences through
intelligent, personalized interactions
and automation.

1. Raises ethical concerns around
data privacy, surveillance, and
algorithmic bias.

2. Automates content moderation and
user assistance, enhancing safety and
usability.

2. The risk of monopolization by
large corporations, which could
dominate AI resources and
innovation.

3. Personalizes content and
experiences based on user behavior
and preferences.

3. Managing biases within AI
systems to ensure fair outcomes
is challenging.

4. Enhances realism in interactions,
especially through AI-driven
non-player characters (NPCs) in
games and simulations.

4. Ensuring the responsible use of
AI and mitigating its negative
impacts requires careful
consideration.

Edge computing
[83–85,87–91]

1. Reduces latency by processing data
closer to the source, thereby
improving efficiency.

1. Performance may vary
depending on local computing
resources, leading to
inconsistencies.

2. Enhances real-time applications by
reducing latency, leading to better
user interactions.

2. Fragmentation in data
management and
decision-making processes can
occur.

3. Decreases bandwidth usage by
processing data locally, easing the
load on central servers.

3. Strong security measures are
required to protect data
processed at the edge.

4. Supports IoT applications by
enabling immediate data analysis and
response.

4. User experience may be
inconsistent depending on the
configuration of local edge
systems.

Blockchain technology
[85–90]

1. Provides secure, decentralized, and
transparent transaction and asset
ownership management.

1. Technical complexity and
potential scalability issues pose
challenges; high energy
consumption is a concern.

2. Ensures trust through verifiable and
tamper-proof records of transactions.

2. Energy-intensive processes
raise sustainability concerns.

(Continued)
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Table 3 (continued)

Technology Advantages Disadvantages

3. Encourages innovation in digital
commerce and asset management.

3. Scalability challenges could
hinder widespread adoption
without sacrificing transaction
speed.

4. Fosters transparency and
accountability in digital interactions.

4. The complexity of
understanding and implementing
blockchain solutions can be a
barrier for users and businesses.

Network and computing
technology [90,100–102]

1. Supports the management of vast
data volumes, enhancing user
experiences through improved
connectivity.

1. Network congestion and
reliability issues can pose
significant challenges in complex
environments.

2. Enhances data processing, allowing
for more informed decision-making
across devices and services.

2. Susceptibility to disruptions
due to network outages or
environmental factors.

3. Facilitates collaboration among
various devices and services within the
metaverse.

3. Maintaining and upgrading
computing resources can be
costly.

4. Enables real-time analytics and
dynamic response systems, improving
user interactions.

4. Security vulnerabilities may
expose sensitive data to breaches.

4 Application Scenarios of the Metaverse

With the maturity and improvement of various information technologies, the metaverse is
increasingly being promoted and applied in numerous segmented fields, with wider coverage. The
metaverse is also being increasingly applied in different scenarios, including gaming, social media,
education, healthcare [113,114], entertainment, and more. For example, transactions in games can
be achieved through virtual currency on the blockchain, and immersive experiences can be realized
through interactive technology. Communication between people can be facilitated through virtual
reality platforms in social interactions, among other applications. Dwivedi et al. [115] describe the
use of the metaverse as a tool to supplement the real world in various ways, enabling the completion
of tasks that are difficult to accomplish in reality. It has replaced offices, social networks, face-to-face
courses, and healthcare, making it possible to overcome the challenges of cost limitations. When the
metaverse is targeted, it serves as a tool to reflect the real world. It is precise because of the existence of
the metaverse that social communication and value have been discovered in the gaming and business
fields, see Fig. 5 and Table 4. Given this, let’s outline the techniques used in various scenarios of the
metaverse.
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Figure 5: Metaverse applications scenarios

Table 4: Application scenarios of metaverse

Application
scenario

Interactive
technology

Artificial
intelligence

Blockchain Network & computing
technology

Internet of
Things

Gaming � � � � �
Education � � � � �
Healthcare � � � � �
Entertainment � � � �
Telecommuting � � � � �
Smart cities � � � � �
Manufacturing � � � � �
Social interactions � � � � �
Real estate � � � � �
Note: �: Applied, : Not Applied.

4.1 Game

Digital technology related to games continuously drives technological progress in other fields,
becoming a significant force in promoting social development [116]. Originally, the “graphics proces-
sor” was designed to enhance the quality of digital games, but its application gradually expanded from
game rendering to the field of artificial intelligence training. Games in the metaverse can encompass
various types, such as role-playing games, casual games, competitive games, and others. These games
offer users a realistic and immersive experience, enabling them to explore, interact, collaborate, and
compete [117–119]. Virtual items and currencies within games can be traded and utilized within the
metaverse, offering additional trading opportunities and possibilities for game players and virtual item
collectors. Another significant application scenario in the metaverse is virtual socializing [105,120–
123]. Within the metaverse, users can engage in social interactions with others through virtual identities
and characters [58].

Virtual social scenes within the metaverse can be diverse, encompassing chat rooms, virtual reality
social platforms, virtual activities, and more. These scenes enable users to make new friends, share



CMC, 2024, vol.81, no.3 3477

information and resources, organize and participate in various activities, and so on. The defining
characteristic of virtual social scenes is their ability to transcend geographical and identity constraints
present in the real world, allowing users to express themselves more freely and expand their social
circles. Furthermore, virtual social scenes offer diverse and personalized social experiences. Users can
choose their preferred virtual images and environments, participate in social activities aligned with
their interests, and more.

Virtual social media represents a significant business application scenario within the metaverse.
Virtual social platforms, for instance, can offer advertising and promotional services to users, as well
as support and safeguards for virtual goods and virtual currency transactions. Virtual socializing also
facilitates access to various virtual services and entertainment experiences, such as virtual tour guides,
virtual fitness programs, virtual performances, and more.

4.2 Education

A famous scientist, Thomas Alva Edison, once said that “motion pictures” would be a game-
changer for education. Almost a century later, we can see that science and technology have provided
even better advancements than just movies. As Edison predicted, this technology has the potential
to replace traditional learning mediums such as textbooks and be 100% effective. Hopefully, the
metaverse will bring a positive change to the education system as well, providing students with a real
and immersive learning experience. For example, when studying marine animals, students can learn
about their characteristics by feeling and seeing them in a virtual ocean environment. The same applies
to history subjects, where students can better remember and make comparisons by virtually living in
ancient civilizations such as Greek, Roman, Indian, Chinese, and others.

However, the question remains as to whether these educational media will be accessible and usable
for all students around the world. In the book [60], the authors discuss past failures. For instance,
two MIT professors planned to provide $100 laptops to students in developing countries. However,
the project failed because some countries were unable to provide basic necessities like electricity and
internet access. It is evident that those laptops were rendered useless without reliable internet and
power infrastructure.

Education is indeed another important application scenario of the metaverse. In the metaverse,
educational scenarios can be diverse, encompassing online classrooms, virtual laboratories, virtual
scene teaching, and more. Through the utilization of virtual technology, educational scenarios
can provide a highly immersive learning experience, thereby introducing a new form of immersive
education [124–126]. This allows students to develop a more comprehensive understanding of course
material and practical skills. In the educational scene of the metaverse, students can actively participate
in various virtual experiments, virtual exams, and virtual interactions through their virtual characters.
They can engage in activities such as conducting scientific experiments, creating virtual products,
simulating business decisions, and more. These virtual scenes greatly contribute to students’ com-
prehension and mastery of knowledge and skills while fostering their creativity and teamwork spirit.
Hare et al. [127] introduce a technical framework that utilizes a hierarchical multi-agent reinforcement
learning approach with experience sharing to enhance the intelligence of non-player characters in
metaverse learning. The study demonstrated the framework’s effectiveness in personalizing education
through the metaverse learning game Gridlock and through extensive simulations. Zheng et al. [128]
explore the education metaverse by addressing key aspects of smart services, including the learning
scene defined by learner, time, space, and learning events. They proposed a data-knowledge-driven
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group intelligence framework aimed at transforming data into knowledge for transaction and man-
agement services within this innovative educational context. Ktoridou et al. [129] investigate students’
and educators’ perceptions of the metaverse and its potential applications in education using a mixed-
methods approach. The study revealed a general understanding and optimism about the future use
of the metaverse, although opinions varied regarding the significance of the changes it may bring.
Zhao et al. [130] demonstrate that the metaverse enhances emotional engagement and cognitive
levels in learners through immersive VR/AR/MR environments. This leads to the development of a
personalized learning space that positively affects learning engagement and outcomes, as evidenced
by PPG signals and test data comparisons between metaverse and traditional classroom settings.
Rospigliosi et al. [108] note that the shift towards virtual reality, exemplified by Facebook’s rebranding
to Meta in 2021, marks a pivotal moment in recognizing the metaverse as a transformative force in
interactive learning environments. This shift offers flexible learning opportunities while also raising
concerns about potential disconnection from authentic experiences, as articulated by Baudrillard’s
concept of simulacra.

Zhou et al. [131] propose a deep integration of real educational resources with virtual teaching
in the metaverse through the establishment of an educational metaverse community. This approach
aims to promote the bidirectional circular development of online and offline education, allowing for
synergistic growth in both realms. Fu et al. [132] review the application of metaverse-based teaching
and suggests that hybrid teaching modes integrating the metaverse and multi-scenario learning will
be crucial for the future of vocational education, promoting digital transformation and innovation in
talent training. Hwang [133] empirically examine the impact of using the metaverse in maker education,
finding that integrating NFTs and virtual exhibitions into the curriculum enhances students’ creative
cognition and sense of achievement. It proposes an updated educational model, TMIOS (Thinkering,
Making, Improving, Owning, Sharing), to reflect these benefits. Asiksoy [134] systematically reviews
empirical research on metaverse-based education, highlighting that while virtual reality is the most
commonly used metaverse type, there is a lack of research involving mixed-reality technology and
younger students (middle and primary school). The findings suggest that more empirical studies are
needed, particularly focusing on student behavioral engagement, to better understand the potential of
the metaverse in education. Nagao [106] explores the potential and future prospects of virtual reality
(VR) in online education, focusing on how VR, combined with metaverse construction and artificial
intelligence (AI), can enhance the learning experience. It discusses concepts such as virtual campuses
offering on-demand VR lectures, AI-driven student evaluations, and the integration of multiple digital
campuses. Mohamed et al. [135] highlight the metaverse’s potential to reduce inequalities and enhance
access to educational opportunities. Samala et al. [136] provide a systematic review of research on
metaverse technology in education from 2012 to 2022, revealing a significant rise in interest, with
a peak in 2022. The review, based on the PRISMA framework, highlights that augmentation and
simulation are the main applications in learning, and identifies AR and VR as the most commonly
used technologies, with notable contributions in education sector. Kaddoura et al. [137] conduct
a systematic review of the metaverse’s role in education, addressing a literature gap by exploring
its impact on learning environments, enabled by technologies like XR and IoE, and highlighting
key challenges and future research directions. Shu et al. [138] evaluate the effectiveness of a smart
education model within the Edu-Metaverse, comparing it to traditional teaching methods for college
English at Zhejiang Open University. Findings show that the Edu-Metaverse model, characterized
by immersive and multimodal interaction, significantly improved students’ performance in various
aspects of English learning. The study recommends enhancing teaching scenario design, focusing on
core literacy assessments, and increasing teachers’ understanding of the Edu-Metaverse architecture
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to further support smart education. Hare et al. [127] explore Hierarchical Deep Reinforcement
Learning (HRL) with experience sharing for optimizing the metaverse in educational contexts. It
aims to enhance learning outcomes by using advanced HRL techniques to improve decision-making
and resource allocation within the metaverse environment. Lee et al. [139] evaluate the potential
of metaverse-based education services in transforming university education post-COVID, based on
feedback from 120 Korean college students. Findings indicate a high intention to use such services, with
preferences for features including personal character display methods, educational application areas,
and service fees. Wu et al. [140] explore integrating metaverse technology into mathematics education
by examining four technology types and their applications, using the “Pythagorean Theorem” as a
case study. It aims to provide theoretical support for enhancing math teaching through the metaverse.
Al-Marzouqi et al. [141] evaluate UAE university students’ perceptions of metaverse applications
in medical education, using a model incorporating Technology Acceptance Model (TAM) and
other constructs, alongside machine learning and structural equation modeling. It highlights user
satisfaction as a key factor in adopting metaverse technology and provides insights for stakeholders
and methodological advancements in Information Systems research. Lo et al. [142] introduce a novel
3D virtual reality architecture (VRAM) to enhance water resources education through immersive
technology. A quasi-experimental study comparing VRAM-based learning with traditional methods
showed that VRAM significantly improved students’ flow experience, motivation, interaction, self-
efficacy, and presence. The interactive VRAM portfolios also enable big-data analysis to refine
environmental conservation education in the future.

By leveraging metaverse technology, educational institutions can offer students higher-quality
online education services, thereby enhancing the learning experience. Additionally, institutions can
explore revenue streams through the trading of virtual goods and virtual currency transactions
within the virtual education environment. Furthermore, virtual education has the capacity to foster
diversified innovation and development within the education industry. The immersive and interactive
nature of the metaverse opens up new avenues for educational content, instructional methods, and
collaborative learning experiences. This encourages the exploration of novel approaches to teaching
and learning, ultimately benefiting students and driving progress in the field of education.

4.3 Medical Treatment

The metaverse has indeed found extensive applications in the medical field, as highlighted by
various studies [143–146]. For instance, Chengoden et al. [147] explore the integration of sensors,
big data, and artificial intelligence in digital intelligent healthcare. Musamih et al. [148] explore
how the metaverse can revolutionize healthcare by enabling applications like telemedicine, medical
education, and healthcare management. It also discusses the challenges to its adoption and suggests
future research directions. The metaverse, a 3D digital platform accessed through AR/VR/MR, has
the potential to revolutionize psychiatry by enhancing medical education, brain stimulation, and
biofeedback, but it also presents significant ethical and data security challenges [149]. Ali et al. [150]
propose integrating artificial intelligence and blockchain into the metaverse to enhance healthcare ser-
vices by creating a secure, immersive environment for doctor-patient interactions. Qayyum et al. [151]
explore the potential applications of an AI-XR surgical metaverse in revolutionizing surgical science,
highlighting the benefits of combining artificial intelligence with extended reality technologies. It
addresses the challenges to realizing this vision and presents a case study demonstrating security
threats, specifically focusing on an immersive surgical attack on incision point localization during
preoperative planning.
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While the world has focused on managing COVID-19, another pandemic-loneliness-has quietly
emerged, affecting over a third of adults globally. This isolation is not only uncomfortable but also
has severe consequences, as research indicates that strong social bonds can reduce mortality risk by
50% [152]. For the metaverse to effectively address loneliness, its development must prioritize human
experience and emotional connections; otherwise, it risks replicating the shortcomings of existing com-
munication platforms. Meinlschmidt et al. [153] establish a trust chain-driven bidirectional feedback
mechanism for social network group decision-making (SN-GDM), enhancing opinion interaction and
consensus building in the metaverse. It also presents a simulation analysis of the proposed model and
demonstrates its effectiveness through an illustrative example within a virtual community decision-
making context. Bashir et al. [144] explore the use of Federated Learning (FL) in metaverse healthcare
systems, highlighting its potential to enhance privacy, scalability, data management, and security
in healthcare. It also discusses various FL-enabled applications in metaverse healthcare, such as
medical diagnosis and patient monitoring, while addressing the challenges and potential solutions
for implementing FL in this context. Bansal et al. [145] provide a comprehensive survey of the latest
developments in metaverse technology within the healthcare industry, covering seven key domains:
telemedicine, clinical care, education, mental health, physical fitness, veterinary services, and pharma-
ceuticals. It reviews metaverse applications, discusses technical challenges and solutions, and highlights
the hurdles that need to be addressed for the successful integration of the metaverse into healthcare
systems. The rapid transition to a computer-based society, while offering many conveniences, has
led to concerns about increased sedentary lifestyles and their negative health impacts [154]. While
many embrace the benefits of technology, healthcare professionals point out the detrimental effects of
increased computer usage, such as a more sedentary lifestyle, which has been linked to serious health
risks, including coronary heart disease and stroke, as noted in a 2019 study on augmented reality [154].
Wang et al. [146] explore how a metaverse focused on medical technology and AI (MeTAI) can enhance
medical practice through virtual scanning, data sharing, and augmented regulatory science, while
addressing challenges such as privacy and security, and outlining actions to improve healthcare quality
and accessibility. Researchers like Ying et al. [155] introduce an innovative education platform called
VREX (Virtual Reality based Education eXpansion), which integrates online and offline learning
to enhance curriculum development and teaching experiences. Athar et al. [156] outline its potential
future directions, emphasizing its role in addressing various issues such as virtual health, mental health,
and access to care across geographical barriers. Additionally, it discusses the main challenges that may
arise in the implementation of metaverse technology in healthcare moving forward. VREX leverages
virtual reality (VR) to create immersive environments, helping students grasp abstract concepts more
intuitively. Key contributions include: (1) the creation of an open, immersive O2O classroom using
VR and internet technologies, potentially transforming traditional classrooms, (2) a distributed mode
allowing students to engage in interactive learning anytime and anywhere, and (3) application across
various educational levels and disciplines, demonstrated through practical cases like the “Marine Life”
module. Wu et al. [157] conducted an extensive literature review and discovered that the integration
of augmented reality (AR) and virtual reality (VR) has significant applications in education and
clinical training, particularly noting that VR studies outnumber AR studies in emergency medicine.
The metaverse roadmap highlights that lifelogging and mirror worlds are still developing areas within
this digital landscape.

Firstly, the metaverse enables the provision of advanced medical equipment and surgical simu-
lation systems, allowing doctors and medical students to engage in surgical simulations and training
within a virtual environment. This enhances their surgical skills and medical knowledge, reducing the
occurrence of medical accidents and improving overall medical efficiency and quality.
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Secondly, the metaverse technology facilitates the delivery of intelligent and personalized medical
services to patients. Through virtual doctors and virtual reality technology, patients can access online
consultations, remote diagnosis, and rehabilitation treatments in virtual scenes. This not only improves
the accessibility of high-quality medical services for patients but also reduces medical expenses and
time costs.

Moreover, virtual medical services can also bring significant benefits and business opportunities
to medical institutions and insurance companies. By offering virtual healthcare services, such as
telemedicine and remote consultations, medical institutions can expand their reach and provide
convenient access to healthcare for patients. This not only enhances patient satisfaction but also opens
up new revenue streams for medical institutions. Insurance companies can also explore virtual health
insurance models that cater to the changing dynamics of healthcare delivery.

4.4 Entertainment

The metaverse has indeed introduced exciting possibilities for the entertainment industry. Virtual
reality movies and concerts are examples of how users can immerse themselves in these experiences
from the comfort of their homes. This technology allows for a more realistic and engaging enter-
tainment experience, blurring the boundaries between the virtual and physical worlds. For example
Swami et al. [158] aim to explore how the metaverse, through technologies like AR, VR, AI, and
blockchain, is enhancing user experiences in gaming and entertainment, while also addressing future
opportunities and challenges related to privacy, security, and inclusivity. Kommareddy et al. [159]
investigate the impact of the metaverse on the entertainment and business industries, focusing on how
its core concepts, including virtual and augmented reality, and related techniques, influence economic
outcomes and industry practices. It aims to provide insights into the metaverse’s real-world evaluation
and its potential effects on these sectors. Hu [160] explores SM Entertainment’s successful metaverse
marketing strategy and evaluates its potential as a model for other entertainment companies, using
the 4Is of marketing mix theory and SWOT analysis. It finds that SM’s unique approach, emphasizing
interest and interaction, has proven effective, but suggests that other companies would need to develop
their own distinctive strategies to compete successfully. Putra et al. [161] examine how innovations
in media technology, such as CGI, VR, and AR, have transformed the entertainment industry by
overcoming previous limitations in content production, distribution, and consumption, enabling the
creation of more immersive and engaging experiences. Furthermore, the metaverse itself can be a form
of entertainment, offering various activities such as virtual racing where players can compete against
each other. The metaverse’s versatility and potential for innovation make it an exciting prospect for
further advancements in the entertainment industry.

4.5 Other Application Areas

The metaverse holds great potential for application in various fields beyond entertainment, games,
socializing, education, and healthcare. It can bring about significant advancements and innovative
solutions in several areas.

Smart cities can use the metaverse to create virtual models of urban environments, improving
planning, management, and resource optimization. This can lead to more efficient and sustainable
cities. Similarly, commerce can benefit from the metaverse by providing virtual shopping experiences,
enabling users to browse and purchase products without physical limitations. Virtual advertisements
can also be incorporated, enhancing the reach and impact of marketing campaigns. For example
Nike-Roblox case study highlights that virtual platforms, content services, and consumer behavior
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are crucial components of the Nikeland experience for visitors in the Nike-Roblox partnership. As
the metaverse grows in popularity among major global brands, its significant expansion is anticipated
when regional and local brands begin to engage with this virtual space [162].

Transportation is another field that can benefit from the metaverse. Virtual simulations and
models can aid in designing and optimizing transportation systems, improving efficiency and safety.
For example, Zhou et al. [163] introduce the concept of “Vetaverse” (Vehicular-Metaverse), envisioned
as a blended immersive realm that connects vehicular industries with the metaverse, encompassing
two subcategories: the TS-Metaverse for large transportation systems focused on interconnection and
management, and the IV-Metaverse for personalized infotainment services within individual vehicles,
while also discussing enabling technologies, unresolved challenges, and future research directions.
Virtual tourism offers the opportunity to explore various destinations and experience different cultures
through virtual reality technology, opening up new possibilities for immersive travel experiences.

The metaverse can revolutionize the way businesses operate by providing virtual offices and
workspaces, enabling remote collaboration and offering realistic work experiences. Additionally,
virtual real estate allows users to own and customize virtual properties, fostering creativity and social
interactions within the metaverse.

Overall, the metaverse offers a vast array of applications across different fields, ranging from
smart cities to commerce, transportation, culture, and more. Its virtual nature fosters innovation and
immersive experiences, influencing the future of various industries.

5 Technical Challenges

These are the challenges that researchers need to address in order to further advance the
metaverse [164].

5.1 Hardware and Equipment

As hardware and equipment, such as Head-Mounted Displays (HMDs), play a key role in
experiencing the metaverse, the problems related to these devices must be tackled first. For example,
the cost of these devices is still high, which makes them unfeasible for many people, especially if they
are intended to be implemented in fields that impact the majority, such as the education sector. As
these devices require significant computing power to render, create, transmit, and receive audio-visual
signals, they also require improved battery life. Battery life is an important issue because wearable
devices cannot be plugged in like laptops or computers [164]. The compactness and ease of wearing
the device can be improved in the future as wearing these devices for long periods may not suit all
users. These devices should have advanced features such as eye tracking, emotion understanding, and
touch sensing. They need further improvement to provide a more immersive experience to the user.
Additionally, there is a need to develop these devices for unhealthy or physically disabled people,
enabling them to experience a better quality of life. This is feasible by improving device sensing
mechanisms such as touch, voice recognition, and eye-tracking. Sensors should be calibrated in a
personalized fashion according to users’ preferences. These devices should not harm individuals or
the environment in which people live. Therefore, energy consumption and carbon emissions should
also be considered during their development.
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5.2 Metaverse as a Service & Plateform

Metaverse platform development and deployment are still considered difficult due to various
tangible and intangible factors. For example, providing real-time interaction among avatars requires
a high-performance internet connection and high-capacity rendering devices. It demands significant
computing power and resources to handle real-time user-generated data. Building a secure infrastruc-
ture is crucial to establish trust among users and protect their sensitive data from potential hackers.

5.3 Digital Avatars

Avatars play a crucial role in the metaverse experience. Avatar creation is a critical aspect
as it should closely resemble the real user, including facial features, color tone, voice, and bodily
characteristics, to create a more realistic feel. Manual creation of avatars by new users can be
challenging and may affect their interest in the metaverse experience. Therefore, there is a need for
automated tools that can generate users’ avatars, such as AI-generated avatars. Utilizing AI-based
models can result in more realistic avatars.

Another important aspect is the interaction of avatars in the virtual world, which should align with
the users’ intentions. Any time lag in receiving responses or the avatar not responding as desired by the
user can impact user interest. Since users may not provide all their details while creating a user profile,
the system should autonomously learn from user behavior and mimic the virtual world accordingly,
enhancing the overall experience.

5.4 Rendering

Rendering is indeed a crucial factor in providing users with immersive experiences in the metaverse.
The metaverse platform should be capable of producing accurate and real-time rendering, faithfully
reproducing various natural and physical environments in the virtual world. It should also be scalable
to handle multiple users interacting in real-time scenarios. Real-time avatar interaction in a 3D
environment requires significant computational power and network bandwidth.

Simulating real-time lighting effects in different atmospheres is a computationally demanding
task, necessitating high computational power and rendering capacity. Furthermore, for a truly realistic
effect, the metaverse’s virtual environment should incorporate and express physics effects, such as the
laws of motion and elasticity, which require substantial computing power.

To address rendering challenges, various solutions have been proposed and are actively being
researched. These include leveraging parallel computing power, utilizing ray tracing mechanisms, AI-
assisted rendering, and traditional algorithm-based approaches. Among these, AI-assisted methods
are often considered more economical and efficient.

By employing AI-assisted rendering techniques, the metaverse platform can optimize computa-
tional resources and enhance the rendering process, resulting in more realistic and immersive visual
experiences for users.

5.5 Data Privacy and Security

The metaverse stores a large amount of data, including users’ personal privacy information.
Protecting the security and privacy of this data is a critical issue that needs to be addressed.
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5.6 Interaction Modes

The current interaction mode in the metaverse primarily relies on traditional input devices such as
keyboards, mouse, and controllers. Exploring more natural interaction modes, such as gesture-based,
speech-based, and eye movement control, is an important area for research.

5.7 Security of Virtual Reality Technology

The rise of the metaverse brings about security concerns. With users being highly connected within
the metaverse, social networks become targets for malware authors. This exposes users to ransomware
attacks, compelling them to engage in activities they wouldn’t willingly do in the physical world.
Therefore, enhancing user security while enjoying immersive experiences is an urgent issue that requires
attention.

5.7.1 Content Creation and Management

The metaverse is still in its early stages, and many people remain unaware of its potential. Simply
relying on Internet promotion and academic publications is insufficient. The metaverse requires a
vast amount of engaging content to attract users, but creating and managing such content demands
significant manpower and resources. Finding ways to reduce content production costs and enhance
content quality poses an important technical challenge.

5.7.2 Interoperability

The avatar should be able to move freely within one session and sometimes across sessions. Inter-
connecting different sessions or virtual worlds presents many challenges, such as identity management
and currency management. One feasible solution for this is to use blockchain technology [165–167].
In May 2022, the World Economic Forum officially recognized the metaverse as a future challenge
and opportunity. They called upon individuals from academia, industry, and government to take
the initiative in addressing the forthcoming surge of the metaverse. This meeting aimed to create an
economically viable, safe, interoperable, equitable, and inclusive metaverse1.

5.7.3 Session

Session management is indeed a crucial aspect of the metaverse. Determining the duration and
resource allocation for each session, as well as the amount of data to collect and store for future users,
are important considerations. With potentially millions of users joining a session, it becomes essential
to optimize computational, spatial, and network usage.

Managing session duration and resource allocation involves balancing the needs of different users
and their data requirements. Some user data may need to persist for longer periods than others,
requiring efficient storage and retrieval mechanisms. Additionally, real-time data generated by users
during the session must be processed and stored, which further adds to the computational and network
requirements.

Ensuring real-time effects and interactions within the metaverse necessitates the efficient process-
ing and communication of the vast volume of data generated per session. Furthermore, as avatars move
across different sessions in interoperable metaverse platforms, data communication between sessions
becomes crucial.

1 https://www.weforum.org/reports/interoperability-in-the-metaverse (accessed on 10 August 2024).

https://www.weforum.org/reports/interoperability-in-the-metaverse
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Researchers are actively working to address these challenges and improve session management
in the metaverse. By optimizing computational resources, spatial utilization, and network capabilities,
they aim to enhance the overall metaverse experience for end users.

5.7.4 User-to-User Interaction

User-to-user interaction inside a metaverse poses similar challenges to real-world interaction,
along with additional vulnerabilities. In the real world, it is important to ensure a secure and safe
environment, such as protecting a company’s managerial policies from being revealed to employees
or outsiders. This prevents hackers and competitors from exploiting sensitive company information.
Similarly, in the metaverse, it is possible for one avatar to stalk another, obtain private details, and
engage in harassment or unlawful activities. Voice propagation should be limited to avatars present in
meetings or rooms, rather than being audible to everyone in the session. Following real-world physics,
the audibility of voices should decrease as avatars move further apart. Physical visibility and voice
audibility should be restricted to authorized avatars, addressing important privacy concerns in the
metaverse.

Cultural, language and racial barriers should be avoided within the metaverse. Language barriers
can be overcome with the assistance of AI-driven translation tools. Similarly to the real world,
avatars may encounter disputes and conflicts, necessitating the establishment of a governing body
to resolve such issues. Inclusive metaverse hosting and management programs should be designed
to accommodate people from different backgrounds. Monitoring the number of participants in
each session and conducting previous history checks are necessary for maintaining a safe metaverse
environment.

5.7.5 User to Business

Hani et al. [164] come with these questions that need to be addressed for successful metaverse
applications. Since the metaverse aims to provide an autonomous replica of the real world, there should
also be a virtual economic system in place, which presents several challenges to solve. For instance,
how should computational and spatial resources be allocated to businesses? Should all businesses be
allowed in each session? What type of economy will the metaverse support? Will it mirror the real-world
economy or establish a separate virtual economy exclusive to the metaverse? Additionally, should
goods and services be limited to the metaverse or be exchangeable with the real world, where users
can purchase items in the metaverse and have them delivered physically?

These questions also raise concerns about shipping goods across different countries where users
may be participating in the session. Another important aspect is the management of the tax system in
the metaverse. How will personalized advertisements be implemented in the metaverse? Furthermore,
it is crucial to address user privacy concerns while still providing personalized recommendations. Who
will manage user purchase details and transactions within the metaverse? These are all significant
considerations that metaverse-providing platforms need to tackle before offering the metaverse as a
service.

5.7.6 User-Object Interaction

User-object interaction in the metaverse indeed requires significant computing and spatial
resources. The dynamic nature of allowing users to add their own objects within a session raises
questions about visibility to other avatars, which adds complexity to object management. This can
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result in a crowded environment, placing additional computational and spatial burdens on rendering
and object management [104].

Ownership of objects within the metaverse, as digital assets, presents challenges related to issues
such as theft. To create an immersive experience, objects should appear natural and be responsive to
physical actions. They should adhere to the laws of physics, such as being pushed and moved according
to their weight. This also means that other avatars may be able to move or potentially steal objects.
Managing the consistent movement of multiple objects within a session, especially with multiple
avatars and across different metaverse services, poses a challenging task with limited computing power.
Digital ownership and privacy, including theft prevention, are active research areas for researchers.

The question of whether a user can carry a digital asset across various metaverse sessions and
whether ownership persists beyond the current session is important to address. Advanced machine
learning algorithms can be employed to deliver on-demand resources to users, including computing
power, space, digital assets, and environments. Considering the current challenges of user-object
interaction, blockchain technology can play a role in providing solutions. Advanced sensors are also
necessary to evaluate object dimensions, volume, mass, and respond accordingly. For the creation of
dynamic objects and environments, ML-based generative models are required.

6 Limitations of Metaverse Technologies

The limitations of the metaverse can indeed impact its wide acceptability among users. Here are
some key limitations to consider.

6.1 Cognitive Load

Accessing the metaverse through devices like Head Mounted Displays (HMDs) can impose
additional cognitive burden on users, particularly during extended usage. This can lead to user fatigue
and discomfort.

6.2 Time Constraints

Extended usage of XR technologies, even for relatively short periods of 10-15 minutes, can cause
discomfort and motion sickness in some users. This can be a limitation when considering applications
that require prolonged user engagement, especially for larger participant groups like students.

6.3 Accessibility

Current XR technologies may not be suitable for all individuals, considering factors such as age,
visual impairments, and physical limitations. Users who wear glasses may find it uncomfortable to
wear HMDs, and individuals with limited hand movements may face challenges in using controllers
or interacting with the metaverse.

6.4 Affordability

One of the limitations of the metaverse is the affordability of XR technologies, particularly HMDs.
These devices can be costly, making them inaccessible for users with limited financial resources.
Additionally, the requirement for high-speed internet connectivity further adds to the affordability
challenge. Users in areas with limited internet infrastructure may not be able to fully utilize XR
technologies.
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6.5 Privacy and Safety

The metaverse relies on user-generated and real-world data to deliver personalized experiences.
While this enables a more immersive user experience, it also raises concerns about privacy and
safety. Storing and tracking user data creates potential vulnerabilities that hackers can exploit for
unlawful activities, such as identity theft, stalking, or manipulation. Addressing user comfort, health
considerations, and accessibility is crucial for the development and adoption of metaverse technologies.
By investing in research and advancements, we can mitigate the limitations associated with cognitive
load, time constraints, and accessibility issues. User comfort should be prioritized to prevent cognitive
burden and fatigue during prolonged usage of XR technologies. Additionally, efforts should be made
to improve the user experience and reduce the potential for motion sickness or discomfort.

Furthermore, promoting accessibility in the metaverse involves ensuring that XR technologies
cater to diverse user needs. This encompasses considerations for users with visual impairments,
hearing impairments, mobility limitations, and other accessibility requirements. By designing inclusive
interfaces, providing alternative interaction methods, and accommodating different abilities, we can
create a more inclusive metaverse experience for all users.

Ultimately, by addressing these limitations and prioritizing user comfort, health, and accessibility,
we can enhance the acceptance and adoption of metaverse technologies, making them more accessible
and enjoyable for a wider range of users.

7 The Future Development Trends of the Metaverse
7.1 Technological Development Trends

In addition to entertainment, games, virtual socializing, education, and healthcare, the metaverse
can also be applied in many other fields, such as smart cities [168,169], commerce [162], transportation
[163], and culture. For example, virtual tourism [170,171] is applied in the metaverse, where users
can personally experience tourist attractions around the world and learn about different cultures and
customs through virtual reality technology. The metaverse can help improve businesses by providing
virtual advertisements for products [172]. In virtual shopping, the metaverse can provide a virtual
shopping mall where users can choose and purchase products without leaving their homes. In the
application of virtual real estate in the metaverse, users can purchase virtual properties, design and
decorate their own virtual houses, and communicate and share with other users. The application of a
virtual office in the metaverse can provide a virtual workspace for remote workers, thereby achieving
a more realistic work experience [173]. In short, as a virtual world, the metaverse can provide many
new application scenarios in various fields.

In terms of interaction technology, the interaction within the future metaverse will be more natural
and efficient. XR technology, being the core of the metaverse, has been implemented in both domestic
and foreign countries in recent years. It encompasses not only headband systems but also gloves,
wristbands, and other types of devices. This body-sensing technology can also be applied to other
types of devices such as body-sensing clothing and handles, and it is compatible with AR glasses or
VR headsets. Although XR technology has been applied and popularized to a certain extent, it is still in
the early stages of development, and VR devices available in the market offer different functionalities.
By improving the innovative new functions of devices, chips, and technology, the user’s visual and
tactile experience can be enhanced.
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As for holographic technology, there are certain challenges to address. Firstly, cost is an important
consideration. Additionally, there are still many difficulties and limitations in holographic commu-
nication. Moreover, holographic communication involves the use of important privacy information,
such as facial recognition. Therefore, ensuring the security and confidentiality of data transmission is
particularly important, and further advancements in information technology are needed to achieve
the widespread application of holographic communication in professional fields, such as medical
treatment.

In terms of sensory interconnection technology, high bandwidth and low latency are required
for network technology to carry multidimensional sensory signals, ensuring consistency and real-
time transmission. These technological requirements are crucial to provide a seamless and immersive
experience within the metaverse. Blockchain technology can offer an open, decentralized environment
for the metaverse, as well as a fair and equitable system for distributing digital assets. The unique
advantages of decentralization will drive the design and development of free and decentralized network
access infrastructure. In terms of communication and computing resource management mechanisms,
the need for consensus among multiple parties in blockchain can lead to significant communication
overhead, necessitating the use of new communication and computer resource management mecha-
nisms. Encryption identity frameworks play a crucial role in regulation and privacy protection. As
a new field, the metaverse needs to establish its own security and regulatory framework to govern
user behavior. Moreover, in the metaverse, supervision of virtual assets is as important as offline
supervision of physical assets. Therefore, a regulatory strategy is urgently needed to address future
privacy protection issues.

Furthermore, future hardware devices will be more intelligent, ergonomic, and capable of pro-
viding a more realistic virtual reality experience. These advancements in hardware technology will
enhance user immersion and overall virtual reality experience.

7.2 Application Development Trends

With technological advancements and the broadening of application scenarios, the metaverse will
encompass a wider range of fields, including enterprises, governments, and the military. As an emerging
concept, the metaverse still has ample room for growth and development in terms of its applications
and directions. As various technologies continue to evolve and improve, the adoption of the metaverse
will become more widespread. Metaverse application development has attracted considerable interest
from both industry and academia, driving advancements in underlying technologies and showcasing a
thriving trend. This has propelled the progress of technologies such as blockchain, virtual reality, cloud
computing, and network communication. The trajectory of application development in the upcoming
years is expected to be increasingly intense. This paper provides a comprehensive overview of the
future of the metaverse across six dimensions, including socialization, decentralization, interactivity,
and cross-platform, as outlined in Table 5.

Table 5: Development trends of the metaverse

Trends Description

Cross-industry
integration

Penetrates into different industries and fields, providing new application
models, such as applying virtual reality technology to physical stores and
applying the metaverse to financial transactions and other fields.

(Continued)
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Table 5 (continued)

Trends Description

Multi-device
interconnection

The metaverse will gradually achieve interconnectivity between different
devices, allowing people to access the metaverse through different devices
and interact anytime, anywhere.

Intelligent application With the development of artificial intelligence technology, the application
of the metaverse will also become increasingly intelligent, such as
achieving intelligent recommendations, intelligent matching, and other
functions through machine learning and other technologies.

Personalized
applications

The metaverse will increasingly meet the personalized needs of users,
achieving personalized recommendations, customized services, and other
functions through intelligent algorithms.

Open ecology Implements an open ecosystem, encouraging different developers,
institutions, and users to participate and jointly create a more
comprehensive metaverse ecosystem.

Other application
scenarios

With the further development of technology and the expansion of
application scenarios, the metaverse will involve a wider range of
application fields, such as enterprises, governments, the military, etc.

8 Conclusion

This article offers a comprehensive overview of the metaverse, including its concept, develop-
ment history, technology, application scenarios, and future trends. First, we introduce the concept,
characteristics, and development course of the metaverse. Next, we discuss the key technologies
for constructing the metaverse. The article examines the role of blockchain in securing data and
enhancing interoperability within the metaverse, offering technical insights into how blockchain can
address challenges related to data privacy, sharing, and so on. We also present various application
scenarios of the metaverse, such as education-where immersive virtual worlds foster critical 21st-
century skills-entertainment, and other fields, with expectations for its broader application in the
future. Additionally, we synthesize the challenges and limitations of metaverse technologies and outline
future research directions for its development.

Acknowledgement: The authors would like to thank the anonymous reviewers for their helpful
comments to improve the technical quality of the paper. We also want to acknowledge that we have
used software tools such as ChatGPT for language correction and restructuring.

Funding Statement: This paper is supported by Key Scientific Research Projects of Colleges and
Universities in Henan Province (Grant No. 23A520054), Henan Provincial Science and Technology
Research and Development Program Joint Fund (Application Research) (Grant No. 232103810045),
Henan Province High end Foreign Expert Introduction Program Project (Grant No. HNGD2024034),
and Open Foundation of State Key Laboratory of Networking and Switching Technology (Beijing
University of Posts and Telecommunications) (Grant No. SKLNST-2020-2-01).



3490 CMC, 2024, vol.81, no.3

Author Contributions: Draft manuscript preparation: Shi Dong, Mengke Liu; Study conception and
design: Khushnood Abbas. All authors reviewed the results and approved the final version of the
manuscript.

Availability of Data and Materials: Not applicable.

Ethics Approval: Not applicable.

Conflicts of Interest: The authors declare no conflicts of interest to report regarding the present study.

References
[1] M. Xu et al., “A full dive into realizing the edge-enabled metaverse: Visions, enabling technolo-

gies, and challenges,” IEEE Commun. Surv. Tutorials, vol. 25, no. 1, pp. 656–700, Jan. 2023. doi:
10.1109/COMST.2022.3221119.

[2] H. Duan et al., “Metaverse for social good: A university campus prototype,” in Proc. 29th ACM Int. Conf.
Multimed., New York, NY, USA: Association for Computing Machinery, 2021, pp. 153–161.

[3] S. Kraus, D. K. Kanbach, P. M. Krysta, M. M. Steinhoff, and N. Tomini, “Facebook and the creation of
the metaverse: Radical business model innovation or incremental transformation?” Int. J. Entrep. Behav.
Res., vol. 28, no. 9, pp. 52–77, 2022. doi: 10.1108/IJEBR-12-2021-0984.

[4] P. Himangi and M. Singla, “Investigating role of deep learning in metaverse,” Int. J. New Pract. Manag.
Eng., vol. 11, no. 1, pp. 53–60, 2022.
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