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ABSTRACT

With the ever-increasing continuous adoption of Industrial Internet of Things (IoT) technologies, security concerns
have grown exponentially, especially regarding securing critical infrastructures. This is primarily due to the
potential for backdoors to provide unauthorized access, disrupt operations, and compromise sensitive data.
Backdoors pose a significant threat to the integrity and security of Industrial IoT setups by exploiting vulnerabilities
and bypassing standard authentication processes. Hence its detection becomes of paramount importance. This
paper not only investigates the capabilities of Machine Learning (ML) models in identifying backdoor malware
but also evaluates the impact of balancing the dataset via resampling techniques, including Synthetic Minority
Oversampling Technique (SMOTE), Synthetic Data Vault (SDV), and Conditional Tabular Generative Adversarial
Network (CTGAN), and feature reduction such as Pearson correlation coefficient, on the performance of the ML
models. Experimental evaluation on the CCCS-CIC-AndMal-2020 dataset demonstrates that the Random Forest
(RF) classifier generated an optimal model with 99.98% accuracy when using a balanced dataset created by SMOTE.
Additionally, the training and testing time was reduced by approximately 50% when switching from the full feature
set to a reduced feature set, without significant performance loss.
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1 Introduction

The rapid proliferation of Industrial Internet of Things (IoT) technologies has introduced various
security challenges, making them prime targets for cyber threats and attacks [1,2]. Backdoor malware is
a particularly insidious adversary that can infiltrate Industrial IoT setups with stealth and persistence,
providing unauthorized access to compromise sensitive data and disrupt operations [3,4]. What makes
backdoor malware especially dangerous is its ability to remain dormant and undetectable within the
system. Unlike traditional malware, which often aggressively targets and propagates itself, backdoor
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malware operates in stealth mode. This stealthy nature of backdoor malware highlights the importance
of robust cybersecurity measures. It is crucial to have systems in place that can detect and neutralize
these threats before they cause significant damage [5].

Traditional signature-based and behaviour-based backdoor detection methods are inaccurate in
detecting sophisticated malware. Signature-based detection methods, while effective against known
threats, struggle to identify zero-day exploits. Similarly, behaviour-based detection methods can
identify suspicious activities that deviate from the norm, but they may generate a high volume of
false positives [6]. In contrast, ML-based approaches have shown promise in detecting backdoor
malware [7]. These approaches can adaptively learn from large amounts of data and detect patterns
that may indicate a security threat [8]. For instance, some ML methods combine signature-based and
behaviour-based features with improving detection accuracy [8]. Other approaches use structured
adversarial attacks to determine if a model is backdoored [7]. These machine learning techniques
have demonstrated comparatively higher accuracy and usefulness in detecting backdoor malware
[9,10]. Hence, by leveraging diverse datasets and designing intelligent algorithms, machine learning
approaches can potentially identify and mitigate the subtle signs of backdoor malware, allowing
organizations to safeguard their critical infrastructures proactively.

This study focuses on the capabilities of Machine Learning (ML) models in identifying a specific
type of malware, known as ‘backdoor malware’, on the CCCS-CIC-AndMal-2020 dataset. The study
investigates the impact of balancing the dataset via resampling techniques, including SMOTE, SDV,
and CTGAN, on the performance of the ML models. Further, it evaluates different Machine Learning
(ML) models, such as Random Forest (RF), Logistic Regression (LR), Multi-Layer Perceptron (MLP),
and AdaBoost (AB), to determine their effectiveness in detecting backdoor malware. The results
indicate that RF generated an optimal model with an accuracy of 99.98% when using a balanced
dataset generated by SMOTE. Furthermore, the training and testing time were reduced when switching
from all features to a reduced feature set. These findings suggest that the use of SMOTE to balance
the dataset can significantly improve the performance of ML models in detecting backdoor malware.
Additionally, the use of a reduced feature set can help reduce the computational cost of training and
testing the models.

In summary, the paper’s contributions are as follows:

• The proposal of an ML-based approach to detect backdoor malware in industrial IoT envi-
ronments. By focusing on Industrial IoT-specific backdoor detection using optimized ML
algorithms, we aim to provide a comprehensive and effective solution to safeguard critical
infrastructures against backdoor malware attacks.

• Empirical evaluation of different sample augmentation techniques, such as Synthetic Minority
Oversampling Technique (SMOTE), Synthetic Data Vault (SDV), and Conditional Tabular
Generative Adversarial Network (CTGAN), towards higher accuracy.

• Comparative analysis of computational training and inference time of proposed sample aug-
mentation techniques with and without feature reduction across the different ML models.

• Experimental evaluation of our approach on publicly available CCCS-CIC-AndMal-2020
dataset.

2 Related Work

Backdoor malware is a cybersecurity threat that can bypass security measures to gain unau-
thorized access to a network, system, or device. This type of malware is particularly dangerous
because it allows cybercriminals to steal sensitive data, manipulate operations, and cause extensive
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damage to the infrastructure. What makes backdoor malware even more insidious is its ability to
remain dormant and undetectable within the system. Traditional detection methods often struggle
to identify such sophisticated threats. However, machine-learning approaches have shown promise
in detecting backdoor malware. These approaches can adaptively learn from large amounts of
data and detect patterns that may indicate a security threat. For instance, some machine learning
methods combine signature-based and behavior-based features to improve detection accuracy. Other
approaches use structured adversarial attacks to determine if a model is backdoored. These machine-
learning techniques have demonstrated comparatively higher accuracy and usefulness in detecting
backdoor malware. However, it is important to note that no method is foolproof, and a multilayered
defense strategy is often the best approach to cybersecurity.

Research on securing Industrial IoT setups against backdoor malware has been an active area
of investigation, driven by growing concerns over the vulnerability of critical infrastructures to cyber
threats. This section provides a comprehensive review of the existing literature, focusing on studies
related to backdoor malware detection in Industrial IoT environments and the application of machine
learning techniques in this domain.

The rapid proliferation of Industrial Internet of Things (IoT) technologies has introduced various
security challenges, making these systems prime targets for cyber threats and attacks [1,2]. Researchers
have extensively explored the significance of Industrial IoT and the need to address the associated
security concerns [11,12]. These studies have laid the groundwork for further investigations into
securing Industrial IoT deployments from malicious actors.

In the context of backdoor malware detection in Industrial IoT, existing works have reviewed
current approaches and emphasized the crucial importance of robust detection methods to safeguard
critical infrastructures [13]. Additionally, surveys on IoT security challenges have proposed machine
learning-based solutions for enhancing security, demonstrating the potential of these techniques to
address malware-related issues in IoT ecosystems [14]. However, a review of the literature reveals
a gap concerning the specific combination of backdoor malware detection and machine learning
techniques tailored for Industrial IoT setups [15]. While some studies have explored the application
of machine learning for IoT security in general [16,17], limited research has focused on detecting
backdoor malware specifically within the Industrial IoT domain [13]. Furthermore, although there is a
wealth of research on machine learning for malware analysis in other contexts [15–17], the application
of these techniques to Industrial IoT environments using real-world datasets, such as CCCS-CIC-
AndMal-2020, has not been thoroughly explored.

To address this research gap, the present study leverages the CCCS-CIC-AndMal-2020 dataset to
design and evaluate a machine learning-based detection framework specifically tailored for Industrial
IoT scenarios. By focusing on Industrial IoT-specific backdoor detection and integrating optimized
machine learning algorithms, this work aims to provide a comprehensive and effective solution to
safeguard critical infrastructures against backdoor malware attacks, thereby advancing the state of
the art in this domain. Another novel aspect of this work is the exploration of data augmentation
techniques, such as SMOTE, SDV, and CTGAN, to balance the imbalanced dataset and improve the
performance of the machine learning models.
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3 Methodology

The paper presents an ML-based pipeline for effective backdoor malware detection. Fig. 1 depicts
our applied methodology. We evaluated our approach on the publicly available CCCS-CIC-AndMal-
2020 [18] dataset. This study exploits cleaned, reduced, and balanced data samples. The methodology
is further explained in detail below.

Figure 1: Machine learning model generation across three different strategies of balancing data samples
representation, including training across full feature set and reduced feature set

3.1 Backdoor Malware Dataset

We use a publicly available dataset provided by the Canadian Centre for Cyber Security and
Canadian Institute for Cybersecurity (CCCS-CIC) collaboration project CCCS-CIC-AndMal-2020
[18]. The dataset consists of 14 malware categories, including Adware, Backdoors, Trojan-Banker,
No Category, Trojan-Dropper, File-Infector, PUA, Ransomware, Riskware, Scareware, Trojan-SMS,
Trojan-SPY, and ZeroDay. Features of both static and dynamic analysis are provided in the dataset.
The current study focuses on the static analysis of malware features. The static analysis file consists
of four Benign Comma-Separated Values (CSV) files, i.e., Ben0.csv, Ben1.csv, Ben2.csv, and Ben3.csv.
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The total number of benign data samples is 130,427. On the other hand, Backdoor.csv has a total
of 1538 samples. Static features that are mapped across 9504 samples include (1) Activities that
reflect on one screen of the Android app’s user interface, (2) Broadcast receivers and providers, (3)
Permission requests, i.e, to protect the privacy of the user and is needed to access sensitive user data,
(4) System features such as camera or internet and (5) Metadata information. More information can
be found in [19,20]. Imbalance datasets are found to negatively impact the performance and reliability
of ML models [21,22]. Ways to mitigate this issue include resampling and selecting algorithms that
are less sensitive to imbalanced datasets or cost-sensitive learning [21]. The current study shall focus
on balancing the dataset through oversampling. The oversampling method involves creating synthetic
examples of the minority classes. It helps to prevent the loss of information in the majority caused
by undersampling but can result in a risk of overfitting if not handled properly. Three oversampling
strategies shall be used and include synthetic minority over-sampling technique (SMOTE) [23] method,
Conditional Tabular Generative Adversarial Network (CTGAN) [24] and Synthetic Data Vault (SDV)
[25]. More details ahead.

3.2 Feature Reduction

Several techniques are commonly employed for feature reduction such as mutual information
selection [26], recursive feature elimination [27], and Pearson correlation coefficient [28]. For a quick
exploratory analysis, Pearson Correlation Coefficient (PCC) is a popular technique used in the
realm of machine learning for feature reduction including many android malware detection methods
[28–30]. It evaluates the similarity and strength of a linear relationship between two continuous
variables (features). The predictive performance and computational speed of the ML model improve
by dropping strongly correlated features. The dataset investigated in the current study consists of 9504
features. PCC of the features are computed. Features with an absolute correlation coefficient of 0.9
and higher are considered highly correlated features and are eliminated from the dataset, resulting in
2620 uncorrelated features. Setting a lower criterion would result in more than 90% feature deletion,
therefore the threshold was set at 0.9.

3.3 Data Augmentation

In real-world datasets, including the dataset used in the current study, there are more benign
files than malicious ones making the dataset imbalanced. Data imbalance is a common challenge
in malware detection, affecting the model’s ability to detect rare malware samples effectively [31,32].
Malware samples are harder to collect as they may appear in isolated instances or target specific
environments [33]. Machine learning models trained on imbalanced datasets often become biased
towards predicting the majority class, i.e., the model will likely predict more files as benign and miss
the rare malware samples (false negatives), overfitting to the majority class [32]. Data augmentation
techniques such as oversampling [23], cost-sensitive based learning [34], and using ensemble methods
such as bagging and boosting [35] can help to reduce problems associated with an imbalance dataset.
Many of the data augmentation techniques introduce artificial samples by generating new data points
from existing data [36]. Data augmentation techniques are needed for several reasons: Firstly, they
help prevent models from overfitting, especially when the initial training set is too small. Secondly,
they improve model accuracy by increasing the diversity and size of the training set. Finally, they
reduce the operational cost of labeling and cleaning the raw dataset. However, the application of
data augmentation techniques to tabular data is a relatively new area of research [37,38], and finding
an effective approach has always been extremely challenging. As such, we exploit multiple data
augmentation schemes explained below.
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3.3.1 Synthetic Minority Oversampling Technique

The Synthetic Minority Oversampling Technique, or SMOTE, is the simplest yet powerful
data augmentation method used to address the issue of class imbalance problem [23,36]. It works
by generating synthetic examples for the minority class, thereby balancing the class distribution.
SMOTE is simple yet useful because it does not merely duplicate existing minority samples but
rather creates new synthetic instances that are plausible and close to the feature space of the minority
class [39]. SMOTE differs from other approaches in that it does not rely on random oversampling
or undersampling, which can lead to overfitting or loss of potentially useful data, respectively [39].
Instead, SMOTE generates synthetic examples by interpolating between existing minority instances,
thereby enriching the dataset with new, informative examples. SMOTE has been widely adopted in
numerous studies dealing with imbalanced datasets, particularly in the context of tabular data. Its
popularity stems from its effectiveness in improving the performance of various machine learning
models, making it a go-to technique for many researchers in the field including malware detection
[36,39–41].

3.3.2 Synthetic Data Vault

The Synthetic Data Vault (SDV) [25] is a Python library designed for synthesizing data. It can
mimic data in a table, across multiple relational tables, or time series. SDV is simple and useful
because it provides a practical solution to common challenges such as limited data and overfitting. The
SDV contains multiple models, ranging from classical statistical methods (GaussianCopula) to deep
learning methods (CTGAN), to generate data for single tables, multiple connected tables, sequential
tables, etc. SDV differs from other approaches in its ability to handle different types of data structures,
including tabular data, time-series data, and multi-table data. This makes it a versatile tool for data
augmentation across a wide range of applications including malware detection [42].

3.3.3 Conditional Tabular Generative Adversarial Network

Conditional Tabular Generative Adversarial Network, or CTGAN [43], is a deep learning-based
synthetic data generator specifically designed for single table data by SDV creators [25]. It is simple
and useful because it can learn from real data and generate synthetic data with high fidelity and has
been effectively used by researchers in the field of malware detection [44,45]. This makes CTGAN a
valuable tool for tasks such as data augmentation, especially when the available real data is limited.

3.4 Model Development

In this paper, we use six simple yet state-of-the-art classifiers to detect backdoor malware on
the CICAndMal2020 dataset. The classifiers are Random Forest (RF), Logistic Regression (LR),
AdaBoost (AB), Perceptron (PER), Deep Neural Network (DNN), and Multi-Layer Perceptron
(MLP); we choose these classifiers based on the following criteria:

• Scalability: We exploited these classifiers because they can handle large and high-dimensional
data efficiently and effectively. RF, LR, and AB are scalable classifiers that can deal with
imbalanced and noisy data. MLP and DNN are also scalable, however, they require more
computational resources and tuning than the others.

• Interpretability: We chose these classifiers because they provide meaningful and transparent
results that can be explained and understood by domain experts. RF and LR are interpretable
classifiers that can provide feature importance and decision rules. AB, MLP, and DNN are
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less interpretable, but they can offer insights into the data distribution and the nonlinear
relationships between features and classes.

• Performance: We chose these classifiers because they have been shown to provide higher
accuracy and robustness in detecting and classifying backdoor malware. RF, AB, MLP, and
DNN are powerful classifiers that can capture complex and nonlinear patterns in the data. LR,
however, is a simpler classifier, but it can perform well on linearly separable data and provide a
baseline for comparison.

After feature reduction, for both balanced and imbalanced representations, the dataset is split into
two sets: one for training and one for testing. A stratified 5-fold cross-validation strategy is used on
the training set to train the ML/DL models, while the testing set is used to report the average testing
accuracy of the trained models. Standard performance metrics for evaluating supervised algorithms,
discussed in Section 3.5, are computed and reported in Fig. 1 for both balanced and imbalanced data
representations, respectively. All these steps are carried out in the development environment with Intel
Core i7 7820HQ-processor, 32 GB DDR4 RAM, and Windows 10 operating system.

3.5 Performance Metrics

Several performance metrics are commonly used to evaluate a model’s performance in machine
learning classification problems. These metrics include accuracy, precision, recall, and F1-score, each
measuring different aspects of classification performance, Where the F1-score is a good measure,
particularly in cases where the dataset is imbalanced [46].

• Accuracy: Accuracy measures how accurately a classification model is applied overall. It
determines the proportion of accurately predicted occurrences to all of the dataset’s instances
and is mathematically computed using Eq. (1).

Accuracy = TP + TN
TP + TN + FP + FN

(1)

where
– TP (True Positives) is the number of correctly predicted positive instances.
– TN (True Negatives) is the number of correctly predicted negative instances.
– FP (False Positives) is the number of instances that were actually negative but were

incorrectly predicted as positive.
– FN (False Negatives) is the number of instances that were positive but were incorrectly

predicted as negative.
• Precision: Precision measures the accuracy of positive predictions made by the model. It

calculates the ratio of true positives to the total number of positive predictions expressed in
Eq. (2).

Precision = TP
TP + FP

(2)

• Recall: Recall measures the ability of the model to correctly identify positive instances. It
calculates the ratio of true positives to the total number of actual positive instances, expressed
in Eq. (3).

Recall = TP
TP + FN

(3)
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• F1-score: The F1-score is the harmonic mean of precision and recall. It provides a balance
between precision and recall and is particularly useful when dealing with imbalanced datasets,
expressed in Eq. (4).

F1score = 2 × Precision × Recall
Precision + Recall

(4)

• Confusion Matrix: The confusion matrix is a table that summarizes a machine learning model’s
performance on a set of test data. It shows the number of true positive, true negative, false
positive, and false negative predictions that the model made for each class.

4 Results and Discussion

Table 1 presents the results of experiments using six machine learning models: RF, LR, AB, PER,
MLP, and DNN. The model’s performance is compared to that of the original imbalanced dataset
and the balanced datasets using each of the three strategies. The performance of the models is also
compared to the full feature set and the reduced feature set. Four metrics are used to measure the
performance of the models: accuracy, precision, recall, and F1-score. The F1-score for an unbalanced
dataset across full and reduced feature sets was approximately 96%. With a balanced dataset, across
the three strategies SMOTE, CTGAN, and SDV, the F1-score is found to be greater than 99.95%. This
suggests that balancing the dataset has the potential to improve the generalization of the ML model
by reducing overfitting.

RF is one of the most powerful ensemble classifiers often used in machine learning applications.
It has been found successful on many benchmarked datasets. In Table 1, we see that all six classifiers
performed well across all tasks, with only slight variations in metrics. However, RF outperforms other
classifiers in terms of accuracy and F1-score under the No Balance task with original features, and it
maintains its high performance when reduced features are employed.

Table 1: Performance of machine learning algorithms on a balanced representation of the CCCS-CIC-
AndMal-2020 dataset. The current study investigates the performance of the model on a balanced
dataset achieved through oversampling techniques such as SMOTE, CTGAN and SDV. Results
when no balancing technique is also shown here as a baseline (for reference). Highest numbers are
highlighted in bold

Datasets Classification results of trained classifiers
Tasks Original features Reduced features

Models Accr Pre Rec F1 Models Accr Pre Rec F1

No balance RF 0.9983 0.9832 0.9446 0.9631 RF 0.9982 0.9830 0.9404 0.9607
AB 0.9967 0.9612 0.8924 0.9240 AB 0.9962 0.959 0.8712 0.9103
LR 0.9935 0.8381 0.9264 0.8770 LR 0.9963 0.9180 0.9268 0.9224
PER 0.9894 0.7665 0.9317 0.8288 PER 0.9928 0.832 0.8904 0.8588
MLP 0.9973 0.9407 0.9462 0.9434 MLP 0.9975 0.945 0.9516 0.9483
DNN 0.9941 0.9418 0.9947 0.9666 DNN 0.9973 0.9777 0.9911 0.9843
Models Accr Pre Rec F1 Models Accr Pre Rec F1

(Continued)
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Table 1 (continued)

Datasets Classification results of trained classifiers
Tasks Original features Reduced features

Models Accr Pre Rec F1 Models Accr Pre Rec F1

SMOTE RF 0.9998 0.9998 0.9998 0.9998 RF 0.9997 0.9997 0.9997 0.9997
AB 0.9995 0.9995 0.9995 0.9995 AB 0.9995 0.9995 0.9995 0.9995
LR 0.9988 0.9987 0.9988 0.9988 LR 0.9987 0.9987 0.9987 0.9987
PER 0.9908 0.9909 0.9909 0.9908 PER 0.9936 0.9936 0.9937 0.9936
MLP 0.9988 0.9988 0.9988 0.9988 MLP 0.9988 0.9987 0.9988 0.9988
DNN 0.9988 0.9987 0.9988 0.9988 DNN 0.999 0.999 0.999 0.999
Models Accr Pre Rec F1 Models Accr Pre Rec F1

SDV RF 0.9996 0.9996 0.9996 0.9996 RF 0.9997 0.9997 0.9997 0.9997
AB 0.9991 0.9991 0.9991 0.9991 AB 0.9995 0.9995 0.9995 0.9995
LR 0.9951 0.9952 0.995 0.9951 LR 0.9963 0.9964 0.9963 0.9963
PER 0.989 0.9893 0.9889 0.989 PER 0.9914 0.9916 0.9914 0.9914
MLP 0.9981 0.9981 0.9981 0.9981 MLP 0.9978 0.9978 0.9978 0.9978
DNN 0.9976 0.9976 0.9976 0.9976 DNN 0.9981 0.9981 0.9981 0.9981
Models Accr Pre Rec F1 Models Accr Pre Rec F1

CTGAN RF 0.9996 0.9996 0.9996 0.9996 RF 0.9997 0.9997 0.9997 0.9997
AB 0.9995 0.9995 0.9995 0.9995 AB 0.9995 0.9995 0.9995 0.9995
LR 0.9794 0.9798 0.9792 0.9794 LR 0.9794 0.9798 0.9792 0.9794
PER 0.9793 0.9796 0.9791 0.9793 PER 0.8848 0.8871 0.8844 0.8845
MLP 0.9980 0.9980 0.9980 0.9980 MLP 0.9963 0.9963 0.9963 0.9963
DNN 0.9976 0.9976 0.9976 0.9976 DNN 0.9971 0.9971 0.9971 0.9971

RF generates feature significance by computing the mean decrease in impurity or Gini impurity,
which is associated with an increase in feature weights. Fig. 2a,b shows the feature significance graph,
in descending order, for the three balanced dataset representation (SMOTE, SDV, CTGAN) using all
features Fig. 2a and reduced feature set Fig. 2b, respectively. It is observed that the common features
in the top 10 significant features include feature index 12 and 9134, while in the reduced feature, the
common features in the top 10 were found to be feature index 11 and 2501. Moreover, out of the
9504 features, approximately 16.31%–17% of the features are used in the RF models, while in the
reduced space, out of the 2620 features, approximately 35.5%–37% features are used in the generated
RF models. This indicates the presence of redundant features, whereby their removal can be used to
further improve computational performances.

Fig. 3a displays the time (in seconds) taken to train. In contrast, Fig. 3b shows the testing time
(in seconds) for the RF models across three balanced data representations (BS_SMOTE, BS_SDV,
BS_CTGAN) with all and reduced features, respectively. The training and testing times are found to
reduce by approximately 50% when a reduced feature set is used. The reduction in training time is also
found to incrementally improve the accuracy of the model by 0.01%.

Table 2 shows the confusion matrix for the RF models generated using SMOTE, SDV, and
CTGAN data representations with all and reduced feature sets on the testing set. It is observed with



4700 CMC, 2024, vol.81, no.3

a reduced feature set the false negatives (Backdoor as Benign) samples are further reduced for the
balanced data representation in SDV and CTGAN. Further analysis on how to minimize undetected
threats via other feature elimination strategies will be explored in the future. Moreover, it is observed
that apart from SMOTE, incremental improvement in the prediction of backdoor samples in SDV and
CTGAN is obtained.

Figure 2: Feature significance graph, in descending order, extracted from the best performing RF
models on three balanced dataset representations: SMOTE, SDV, and CTGAN using (a) all features,
and (b) reduced feature set, respectively

Figure 3: Average time taken, in seconds, to (a) train and (b) test RF models on three balanced
representations of data samples, i.e., SMOTE, SDV, and CTGAN across all and reduced feature space

The results presented in this study demonstrate the effectiveness of machine learning models,
particularly RF, in detecting backdoor malware in Industrial IoT environments. The high accuracy
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(99.98%) and F1-score achieved by the RF model when using the SMOTE-balanced dataset highlight
the potential of our approach to reliably identify backdoor threats in Industrial IoT setups. Further-
more, the analysis of feature significance reveals that only a subset of the full feature set (16%–17%) and
reduced feature set (35%–37%) are utilized by the RF models. This suggests the presence of redundant
features, which can be removed to optimize the computational efficiency of the detection framework
without significantly impacting the overall performance.

Table 2: Confusion Matrices of the RF models for three balanced representations, i.e., SMOTE, SDV,
and CTGAN, across full and reduced feature sets

Datasets Features

Tasks Original features Reduced features

SMOTE Actual/Predict Benign Backdoor Benign Backdoor
Benign 9737 3 9737 3
Backdoor 0 9511 2 9509

SDV Actual/Predict Benign Backdoor Benign Backdoor
Benign 9757 4 9757 4
Backdoor 10 9953 8 9955

CTGAN Actual/Predict Benign Backdoor Benign Backdoor
Benign 9757 4 9757 4
Backdoor 7 9956 6 9957

Since backdoor malware typically represents a small fraction of the overall dataset, the isolation
forest [47], an unsupervised learning algorithm, is particularly effective because it doesn’t require
large amounts of labeled data for training. Instead, it detects outliers by assigning scores based on
the number of partitions needed to isolate a particular data point. Points with high anomaly scores
are flagged as potential backdoor malware, facilitating timely detection and response. Isolation forest,
with the parameters {n_estimators = 100, max_samples = 15, contamination = 0.5}, was applied on
a balanced backdoor dataset in the study achieving a testing accuracy was 79%. Further research on
the potential of unsupervised learning algorithms in backdoor malware detection will be conducted
in the future.

Feature reduction techniques, such as Recursive Feature Elimination (RFE), are valuable in
optimizing model performance by identifying the most relevant features in a dataset, which is
particularly useful when dealing with high-dimensional data like malware detection datasets. In the
current study, RFE is applied to the feature reduced balanced dataset consisting of 2620 features, to
iteratively eliminate the least important features up to 1000 features, refining the dataset to contain only
those features that contribute most significantly to classification accuracy. After feature reduction, a
Random Forest classifier is employed to classify the samples into malicious or benign categories, which
generated an accuracy of 100%. Through this experiment it is clear that further reducing dataset’s
dimensionality has the potential not only improve the computational time but also accurate detection
of malicious backdoor samples.
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Compared to traditional signature-based and behaviour-based detection methods, our machine
learning-based approach offers several advantages: Unlike the rigid, rule-based nature of signature-
based detection, our models can adaptively learn from data and identify more sophisticated, previously
unseen patterns of backdoor malware. Additionally, the fact that ML models demonstrate higher
accuracy and lower false positive rates compared to behaviour-based detection-which can struggle
with high-dimensional, complex Industrial IoT data, our approach could be handy. Further. in terms
of computational efficiency, the 50% reduction in training and testing time when using the reduced
feature set highlights the potential for our approach to be deployed in resource-constrained Industrial
IoT environments. This optimization of computational cost is crucial for enabling real-time, scalable
detection of backdoor threats without compromising the overall performance.

Overall, the findings of this study provide valuable insights into the development of effective
backdoor malware detection systems for Industrial IoT. By leveraging RF, optimizing the feature
set, and smote augmentation technique, our proposed approach offers a comprehensive and efficient
solution to safeguard critical infrastructures against this emerging cyber threat.

5 Conclusions

Backdoor malware detection is a crucial aspect of Industrial IoT security, as it can help prevent
unauthorized access to sensitive data and systems. The key contribution of this study is the devel-
opment of a novel machine learning-based approach for effectively detecting backdoor malware in
Industrial IoT environments. By leveraging the CCCS-CIC-AndMal-2020 dataset, which provides
real-world scenarios of backdoor malware in Industrial IoT systems, we have designed and evaluated
a detection framework that combines feature engineering, sample augmentation, and classification
modules. The results demonstrate the superior performance of the Random Forest (RF) classifier,
which achieved an accuracy of 99.98% when using a balanced dataset generated by the SMOTE
technique. This highlights the effectiveness of our approach in reliably identifying hidden backdoors
and enhancing the security of Industrial IoT deployments. Furthermore, the study reveals that only
a subset of the full feature set (16%–17%) and reduced feature set (35%–37%) are utilized by the RF
models. This finding suggests the presence of redundant features, which can be removed to optimize
the computational efficiency of the detection framework without significantly impacting the overall
performance. The 50% reduction in training and testing time when using the reduced feature set
underscores the potential for our approach to be deployed in resource-constrained Industrial IoT
environments.

Future research directions could focus on exploring the performance of various machine and deep
learning models including gradient boosting machines, across different feature elimination strategies
such as recursive elimination, and mutual information, to reduce undetected threats further and
explore other mechanisms of balancing the malware dataset.
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