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ABSTRACT

To maintain the reliability of power systems, routine inspections using drones equipped with advanced object
detection algorithms are essential for preempting power-related issues. The increasing resolution of drone-captured
images has posed a challenge for traditional target detection methods, especially in identifying small objects in
high-resolution images. This study presents an enhanced object detection algorithm based on the Faster Region-
based Convolutional Neural Network (Faster R-CNN) framework, specifically tailored for detecting small-scale
electrical components like insulators, shock hammers, and screws in transmission line. The algorithm features an
improved backbone network for Faster R-CNN, which significantly boosts the feature extraction network’s ability to
detect fine details. The Region Proposal Network is optimized using a method of guided feature refinement (GFR),
which achieves a balance between accuracy and speed. The incorporation of Generalized Intersection over Union
(GIOU) and Region of Interest (ROI) Align further refines the model’s accuracy. Experimental results demonstrate
a notable improvement in mean Average Precision, reaching 89.3%, an 11.1% increase compared to the standard
Faster R-CNN. This highlights the effectiveness of the proposed algorithm in identifying electrical components in
high-resolution aerial images.
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1 Introduction

The global expansion of power transmission networks has led to an increase in electrical incidents,
causing substantial economic losses and safety risks. Traditionally, inspections of these infrastructures
were manual, costly, and inefficient. However, the integration of unmanned aerial vehicles (UAVs)
with advanced deep learning detection techniques has revolutionized this process [1]. UAVs can
navigate complex environments and capture high-resolution images of electrical components, essential
for maintenance and safety management. Further enhancing this innovation, the advent of 5G
and 6G technologies has significantly improved UAV inspection capabilities, particularly for power
transmission lines. These technologies have boosted the clarity and resolution of drone-captured
images, greatly enhancing the potential for accurately identifying small but crucial components, such
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as screws. This advancement ensures even the minutest details are captured, leading to more precise
and reliable inspections and marking a significant step in enhancing the safety and efficiency of power
transmission infrastructure.

The high-definition images captured by drones often contain small yet crucial objects like screws,
which, due to their limited size in the image, risk being overlooked by traditional detection algorithms.
Additionally, transmission lines are often situated amidst diverse and challenging environments such
as mountains, rivers, grasslands, and under varying lighting conditions. These factors complicate
the accurate detection of line components, presenting a significant challenge in ensuring effective
monitoring.

In this research, the Faster R-CNN [2] framework is enhanced to address the challenges of
detecting small objects in high-resolution images. The approach commences with the implementation
of a copy-paste [3] data augmentation technique, creating a comprehensive dataset that includes
insulators, shock hammers, and screws. Subsequently, the standard VGG16 [4] network in the Faster
R-CNN’s feature extraction module is replaced with an advanced ResNet50 network, integrated with
a Feature Pyramid Networks (FPN) [5] multi-scale pyramid structure. This modification significantly
improves the backbone network’s ability to extract detailed information. Furthermore, a guided
feature refinement method is employed to expedite the inference speed of the feature maps. The
bounding box regression mechanism is also refined using GIOU [6] and ROI Align [7]. Collectively,
these enhancements ensure that the improved Faster R-CNN not only maintains high detection
precision but also increases the speed of the detection process, rendering it highly effective for target
detection in high-resolution imagery.

This research introduces several key advancements in the field of power transmission line
component detection using an enhanced Faster R-CNN framework:

1. Development of a High-Precision Detection Algorithm: A detection algorithm specifically for
critical components of power transmission lines is refined. This is achieved by employing a custom
high-resolution image dataset for data augmentation, leading to a model that not only demonstrates
high precision but also maintains a relatively swift detection rate. This makes it particularly effective
for identifying transmission line components in high-resolution images.

2. Backbone Network Enhancement: In the improved Faster R-CNN, the traditional VGG16
network is replaced with an advanced ResNet50 network, integrated with an FPN multi-scale feature
pyramid structure. This adaptation significantly enhances the network’s ability to detect a diverse range
of target sizes, including small, medium, and large objects, thereby elevating its overall capacity for
feature extraction.

3. Region Proposal Network (RPN) Optimization for Small Target Detection: To improve the
detection accuracy of small targets such as screws, the P2 layer is retained in the Region Proposal
Network (RPN), despite its increased computational demands. A guided feature refinement method
is employed that transfers partial positional information of small screws from the P3 layer, aiding in
inference in subsequent layers. This strategy not only maintains prediction accuracy but also boosts
inference speed at the P2 layer.

4. Bounding Box Regression Refinement: The original Intersection Over Union (IOU) structure is
replaced by Generalized IOU (GIOU). GIOU considers the non-overlapping areas between candidate
priors and actual objects, addressing the limitations of the traditional IOU. Furthermore, ROI Align is
utilized instead of ROI Pooling to correct dual quantization errors, leading to more accurate bounding
box regression.
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2 Related Work
2.1 Development of Transmission Line Target Detection Algorithms

The traditional object detection methods, including the Viola-Jones (VJ) framework [8], His-
togram of Oriented Gradients (HOG), and Deformable Part Models (DPM) [9], concentrate on
morphological characteristics and appearance patterns for initial image analysis. These methods
involve manual extraction of features for identifying and locating objects [10]. While straightforward
in computation, these traditional techniques often suffer from slow processing speeds. Additionally,
they are vulnerable to disruptions caused by complex backgrounds and fluctuating lighting conditions,
which can significantly hinder their effectiveness in dynamic or challenging settings.

The landscape of object detection algorithms has been revolutionized by the advent of deep
learning, leading to the gradual obsolescence of traditional methods. Currently, the most prominent
object detection models are categorized into two primary approaches: region proposal-based two-
stage models and regression-based one-stage models. Region proposal-based models, such as Region
Convolutional Neural Networks (R-CNN) [11], Fast R-CNN [12] and Faster R-CNN, have been
pivotal in this evolution. Faster R-CNN, in particular, introduced the RPN and the concept of
Anchors. These models use bounding boxes of varying aspect ratios to precisely locate objects,
significantly improving training efficiency. On the other hand, one-stage models like YOLOv2 [13],
YOLOv3 [14], YOLOv4 [15] and Single Shot MultiBox Detector (SSD) [16] approach detection as a
regression problem. They directly predict object targets and their bounding box attributes from image
pixels. While these one-stage models may sacrifice some accuracy for speed, they offer a substantial
increase in processing velocity. YOLO, especially, is known for its rapid detection capabilities. The
SSD model combines YOLO’s regression approach with the anchor mechanism from Faster R-CNN,
creating a hybrid that leverages the strengths of both methodologies.

In the evolving field of power transmission system inspections, the integration of advanced object
detection algorithms has markedly enhanced the precision and efficiency of identifying critical com-
ponents in high-resolution images captured by UAVs. This progress is crucial for improving inspection
accuracy. Xu et al. [17] proposed an efficient YOLOv3-based method for detecting transmission line
defects, optimizing the model to achieve real-time detection in UAV inspection videos while main-
taining high accuracy, and the enhancement of the SSD algorithm using MnasNet by Liu et al. [18] to
increase detection speed for insulators and spacers. Bao et al. [19] modified YOLOv4 by incorporating
a Parallel Mixed Attention module, focusing the network’s attention on critical areas in complex
backgrounds. Zhao et al. [20] employed a Feature Pyramid Network with Faster R-CNN for precise
insulator localization in intricate backgrounds, followed by segmentation. Further, Zhang et al. [21]
enhanced the Faster R-CNN model for detecting bird nests on transmission lines by incorporating
Inception-v3 and a dual attention mechanism, achieving substantial improvements in recognition
accuracy and detection speed. Chen et al. [22] improved the YOLOv5s model by integrating the
CBAM and focal loss function, significantly enhancing detection accuracy and performance for
key components in complex transmission line environments. Liu et al. [23] combined YOLOv3 with
a Cross Stage Partial Network to detect insulator faults against complex backgrounds, achieving
performance comparable to YOLOv4 with improved mAP. Liu et al. [24] addressed class imbalance in
transmission line images through data augmentation, optimizing the YOLOv4 algorithm to achieve
over 90% accuracy and recall. Zhai et al. [25] proposed a hybrid knowledge region-based convolutional
neural network, effectively extracting spatial relationships of transmission line fittings and improving
detection performance for multiple joints on power lines. While existing models like SSD, YOLO,
and Faster R-CNN have laid a strong foundation in object detection, their application in power line
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inspections faces limitations, particularly in accurately detecting small, critical components under
complex environmental conditions. The GFRF R-CNN model introduces an innovative GFR method,
enhancing detection capabilities beyond the constraints of these traditional models. By integrating a
more sophisticated feature extraction mechanism tailored for high-resolution imagery, GFRF R-CNN
achieves superior precision in identifying small-scale electrical components, a crucial advancement for
maintaining the integrity and safety of power systems. This novel approach not only improves upon
the detection accuracy but also optimizes processing speed, addressing the critical need for efficient
real-time analysis in UAV-based inspection systems.

2.2 The Algorithm Flow of Faster R-CNN

In the Faster R-CNN algorithm, the initial stage involves image preprocessing and feature
extraction, where the image is processed through a network like VGG16 to create a feature map.
This map is then used in the Region Proposal Network, where anchors representing potential object
locations are generated for each cell. A 3 × 3 sliding window processes these anchors, producing vectors
that feed into both a box-regression layer and a box-classification layer. The regression layer predicts
bounding box adjustments, while the classification layer assesses whether anchors are foreground or
background. The RPN then generates candidate boxes based on these predictions, which are mapped
onto the feature map to obtain corresponding feature matrices. Finally, each matrix undergoes ROI
pooling to standardize its size, and after flattening, it passes through fully connected layers. A softmax
classifier then produces the final prediction results, completing the process. The structure of Faster
R-CNN is shown in Fig. 1.

Figure 1: The structure of Faster R-CNN

2.3 The Loss Function of the Faster R-CNN

Following the segregation of positive and negative samples for training, the loss within the RPN
segment is computed. This loss encompasses both classification loss and bounding box regression loss.
The formula for the RPN multi-task loss is presented as Eq. (1):
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Here, Lcls represents the classification loss and Lreg denotes the regression loss. The variable pi is
the predicted probability of an anchor being an object, and p∗

i is the ground truth label (1 for positive,
0 for negative). The term ti is the vector of predicted bounding box parameters, while t∗

i is the vector
of ground truth bounding box parameters. Ncls and Nreg are normalization terms, and λ is a balancing
parameter that adjusts the relative weight of the classification and regression losses. The classification
loss, Lcls is computed using Binary Cross Entropy (BCE), which is defined as Eq. (2):

Lcls = − [
p∗

i log (pi) + (
1 − p∗

i

)
log (1 − pi)

]
(2)

The regression loss, Lreg utilizes the Smooth L1 loss, which is less sensitive to outliers than the L2
loss and is defined as Eqs. (3) and (4):

Lreg
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(3)

Smooth (x) =
{

0.5x2, |x| < 1
|x| − 0.5, |x| ≥ 1

(4)

In the Faster R-CNN framework, the loss function for the second part, following the RPN, also
consists of two components: a classification loss and a bounding box regression loss. This part of the
model refines the proposals generated by the RPN and performs the final object classification and
bounding box regression. The loss function can be expressed as Eq. (5):

L = Lcls (P, u) + λLreg (tu, v) (5)

where Lcls(P, u) is the classification loss, computed as the cross-entropy loss over the softmax proba-
bilities P for the correct class label u. The regression loss Lreg(tu, v) is calculated using the Smooth L1
loss, similar to the RPN stage, where tu represents the predicted bounding box adjustments for class
u, and v denotes the ground truth bounding box parameters. The term λ serves as a balancing weight
between the classification and regression losses.

In the Faster R-CNN algorithm, the tasks of classification and regression are intricately linked.
The classification loss function plays a crucial role in accurately identifying the object class, while
the regression loss function focuses on precisely refining the bounding box’s spatial positioning
relative to the object. During the training phase, these two aspects are simultaneously optimized
through a combined loss function. This optimization process is key to improving the model’s overall
performance, ensuring not only effective object detection but also accurate localization.

3 Proposed Method
3.1 Improvement of the Faster R-CNN

In this research, significant enhancements have been made to the Faster R-CNN framework
to improve its performance in high-resolution image analysis. The primary improvement involves
replacing the original VGG16 feature extraction module with an advanced ResNet50 model, which is
seamlessly integrated with an FPN. This combination forms the backbone of the revamped network,
significantly enhancing its feature extraction efficiency. With the increased dimensions of input images,
the RPN has been tailored to process feature maps from layers P3 to P6, ensuring efficient inference
times for larger image sizes.
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However, a challenge was encountered in precisely detecting smaller objects, such as screws,
within this framework. To overcome this, the P2 layer has been strategically incorporated into the
network architecture. Furthermore, a guided feature refinement method has been implemented at the
P2 layer, specifically designed to accelerate the inference process. This approach markedly improves
the network’s ability to detect and process smaller objects with high accuracy, a critical requirement
for analyzing high-resolution images.

The updated structure of the Faster R-CNN network is detailed in a figure included in the
documentation. This illustration highlights the extensive enhancements integrated into the existing
framework, showcasing the commitment to advancing object detection technology in complex and
high-resolution imaging scenarios. The structure of the enhanced Faster R-CNN, referred to as GFRF
R-CNN, is depicted in Fig. 2.

Figure 2: The structure of GFRF R-CNN

3.2 Improved Backbone Network

This research introduces the AdvResNet50, a refined feature extraction network within the Faster
R-CNN framework, specifically tailored to address the challenges of complex backgrounds and
variable lighting conditions in power line imagery. The modifications to the original residual network
(ResNet) [26], now termed AdvResNet, are designed to enhance the detection of high-resolution
components in such challenging environments. The modifications made are illustrated in Fig. 3. Key
improvements include:

The residual network’s bottleneck structure has been modified. It starts with a 1 × 1 convolution
that expands the feature map’s dimensionality, followed by a 3 × 3 depth-wise convolution [27] for
feature extraction. The process concludes with another 1 × 1 convolution, returning to the feature
map’s original dimensions. This design allows the 3 × 3 convolution to handle a larger number
of channels, facilitating the extraction of a more diverse range of information. The depth-wise
convolution ensures that the parameter count remains manageable.



CMC, 2025, vol.82, no.1 1445

Figure 3: AdvResNet: (a) Modification of bottleneck (b) Initial, middle and final block

The architecture diverges from the traditional method of stacking identical modules by incorpo-
rating three distinct types: initial, middle, and final. Each stage of the residual network is composed
of an initial block, several middle blocks, and a final block. The initial block omits the ReLU
activation from the main path, allowing negative signals to propagate. The middle block repositions
the ReLU layer to the beginning of the main branch, altering the sequence of components without
increasing the network’s parameter complexity. Additionally, in the middle block, an SE (Squeeze-
and-Excitation) [28] module has been added, employing channel attention mechanisms to enhance
the model’s sensitivity to channel features, which is beneficial for extracting key information. The
final block, building on the middle block, adds a Batch Normalization (BN) and ReLU layer to the
main path. This ensures stage-wise information normalization and enhances the network’s capacity
for non-linear learning.

These strategic enhancements, in conjunction with the FPN, form a powerful feature extraction
system. This system is adept at detecting high-resolution components in power line images, effectively
navigating the complexities of diverse backgrounds and lighting variations.

3.3 GFR Method

In this research, a novel GFR method is introduced to enhance the detection of small objects in
high-resolution images, particularly focusing on the P2 layer of the RPN within the Faster R-CNN
framework. This method is specifically designed to address the challenges posed by small objects, such
as screws, which are often overlooked due to their minimal presence in high-resolution images.

The GFR method operates within the context of the FPN, where feature maps of varying
resolutions are generated. For an input image with dimensions H × W , the size of the FPN feature
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maps is represented as P =
{

Pk ∈ R
H
2k × W

2k ×C
}

, with k indicating the pyramid level. In this setup, small

objects are typically more discernible in the high-resolution, lower-level feature maps, such as P2.

To enhance comprehension of the GFR mechanism, an analogy is introduced that likens the
process to human visual perception at varying distances. High-level feature maps within the proposed
model are compared to the expansive view observed from a distance, facilitating the identification
of general areas where small objects, such as distant landmarks, might be situated. This panoramic
perspective allows for the approximate locations of small targets to be determined within a broad
landscape.

Conversely, low-level feature maps are analogous to the detailed view attained when closer
proximity to an object is achieved. Such proximity affords a thorough and detailed examination,
facilitating the precise identification of specific features of small objects. The GFR mechanism employs
this principle by initially harnessing the ‘distant’ view offered by high-level feature maps to identify
areas of interest broadly. Subsequently, a ‘zoom in’ approach is adopted with low-level feature maps
for a detailed and refined detection process, accurately pinpointing the exact positions of small-scale
objects within these preliminarily identified regions.

The GFR method starts by predicting approximate locations of small objects on the P3 feature
map. This step is crucial for highlighting areas of interest where small objects, such as screws, are
likely to be found. By determining these potential locations, the GFR method efficiently allocates
computational resources, focusing on areas with a high likelihood of containing small objects. This
targeted approach reduces the overall processing load, enabling more accurate and efficient small
object detection.

The GFR method employs a sophisticated mapping technique to identify cells containing small
objects on the P3 layer, which are then marked distinctly on a ground truth map. This process
involves a binary classification challenge framed as a pixel-level binary cross-entropy loss, which
effectively discriminates between cells containing small objects and those that do not. The refined
map T generated for the P3 layer plays a crucial role during inference, identifying cells marked
as containing small objects and mapping these onto a corresponding sparse map on the P2 layer.
This map acts as a selective filter, preserving marked areas and discarding others, leading to a
sparse feature map that undergoes further processing through an RPN head equipped with sparse
convolution.

In the context of the Faster R-CNN framework, the GFR method involves a specialized module,
functioning parallel to the RPN head, which is instrumental in predicting the approximate locations
of small objects.

In our research, the GFR method is adeptly applied to the P3 feature layer, utilizing dual
convolution layers to create a sophisticated feature map, T ∈ R

H
8 × W

8 . This map, T(i, j), effectively
measures the probability of small, otherwise undetectable objects at the P3 layer, existing within each
grid cell (i, j). These objects are defined as those smaller than the P3 layer’s smallest anchor. For every
small object detected, its central coordinates (x, y) are mapped to the P3 layer’s corresponding grid
cell. This cell is then distinctly marked as 1 on the ground truth map, T∗, with all other cells marked
as 0. The schematic representation of the GFR method is depicted in Fig. 4.
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Figure 4: GFR method in RPN

A novel loss function, Ltotal, is introduced for training. It ingeniously combines the original Faster
R-CNN RPN loss (LFR) with the GFR module loss (LGFR), moderated by a coefficient λ, which is
described as Eq. (6):

Ltotal = LFR + λLGFR (6)

The LGFR is ingeniously crafted as a binary cross-entropy loss, framing the output as a pixel-level
binary classification challenge. The formula for LGFR is presented as Eq. (7):

LGFR = − 1
N

∑N

i=1
[yilog

(
y∗

i

) + (1 − yi) log
(
1 − y∗

i

)
] (7)

In this equation, N denotes the total grid cell count, yi is the ground truth (0 or 1), and y∗
i the

predicted probability.

In the GFR method, the refined map T, generated for the P3 layer, plays a crucial role during
inference. This map identifies cells containing small objects, marked as 1. These identified cells are
then mapped onto a corresponding sparse map, T ′ ∈ R

H
4 × W

4 , on the P2 layer. T ′ acts as a selective
filter on the P2 layer, preserving areas marked 1 and nullifying others. This selective process results in
a sparse feature map on the P2 layer, which is then processed through an RPN head equipped with
sparse convolution [29].

This methodological innovation not only streamlines the detection process but also markedly
enhances the precision of identifying small objects in intricate high-resolution images. The incorpora-
tion of the GFR method into the Faster R-CNN framework represents a substantial advancement in
object detection technology, especially in the realm of high-resolution imaging challenges.
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3.4 Align Pooling

In this study, the feature extraction process within the Faster R-CNN framework has been refined,
with a focus on improving the handling of complex backgrounds and variable lighting conditions in
power line imagery. A key enhancement addresses the pixel misalignment issue commonly encountered
in traditional ROI Pooling. This problem typically arises from converting image coordinates to feature
map coordinates and then to ROI feature coordinates, often leading to quantization errors due to the
necessity of rounding floating-point numbers to integer pixel coordinates.

To address this challenge, ROI Align, as introduced in the Mask R-CNN paper, has been
incorporated. This technique preserves the original floating-point pixel coordinates, thereby avoiding
the dual rounding errors inherent in traditional ROI Pooling. ROI Align utilizes bilinear interpolation,
an advanced image scaling method that calculates the pixel value of a virtual point based on the values
of the four nearest actual points surrounding it. The formula for bilinear interpolation is detailed in
Eq. (8):

f (x, y) = f (Q11) (x2 − x) (y2 − y) + f (Q21) (x − x1) (y2 − y)

+ f (Q12) (x2 − x) (y − y1) + f (Q22) (x − x1) (y − y1) (8)

In this formula, Q11, Q21, Q12, Q22 represent the coordinates of the four adjacent points, x, y are
the coordinates of the virtual point, and f (x, y) is the calculated pixel value of the virtual point. This
method ensures a more precise and aligned feature extraction from the region of interest, significantly
boosting the accuracy of object detection models in complex imaging scenarios.

3.5 GIOU

In this section, a critical limitation in object detection metrics has been addressed by replacing the
traditional IOU metric with the GIOU in the Faster R-CNN algorithm. The IOU metric, while widely
used, has notable shortcomings. It measures the overlap ratio between the predicted bounding box and
the actual object but fails to consider the size and shape of objects and bounding boxes. Moreover, IOU
struggles with two specific issues: (1) it yields a zero value when there’s no overlap between the predicted
bounding box and the actual object, making it non-optimizable, and (2) it cannot differentiate between
various alignments of bounding boxes with respect to the ground truth, even when they have the same
loss values but different IOU scores.

GIOU addresses these limitations by extending the concept of IOU to include the non-overlapping
areas between the bounding box and the actual object. This enhancement allows for a more nuanced
and accurate assessment of the bounding box’s precision, especially in scenarios where the traditional
IOU would yield a zero value or fail to differentiate between various alignments.

By integrating GIOU into the Faster R-CNN framework, the model has been enabled to more
effectively optimize bounding boxes during training. This leads to an improved performance of the
Faster R-CNN model in object detection tasks. The adoption of GIOU represents a significant
advancement in object detection technology, providing a more comprehensive and accurate evaluation
of bounding box predictions.

4 Experiments

The experimental evaluation of GFRF R-CNN model was carried out on a robust computing
system operated on Windows 11 and utilized Python 3.8 as the programming language. The hardware
configuration included a Xeon Gold 5218R CPU and 32 GB of RAM, supported by an RTX2080Ti
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GPU with 16 GB of video memory, ensuring efficient processing and computation capabilities. The
software environment was anchored by CUDA (Compute Unified Device Architecture) version 11.8,
a parallel computing platform and application programming interface model created by NVIDIA,
based in Santa Clara City, CA, USA. Additionally, the model utilized PyTorch version 1.11.2, an
open-source machine learning library developed by Facebook, located in Park, CA, USA.

To rigorously test and train the model, a dataset was compiled using a drone equipped with high-
resolution imaging capabilities. This dataset was crucial in evaluating the performance and accuracy
of the GFRF R-CNN. By utilizing high-resolution aerial imagery, the model’s applicability and
effectiveness were ensured to be tested in real-world scenarios, simulating practical applications where
such advanced object detection capabilities are essential.

4.1 Dataset Preprocessing

To effectively simulate diverse lighting conditions that might occur at different times of the day
or under varying weather scenarios, a technique known as color jittering was employed in the study.
This method involves adjusting key image attributes such as brightness, saturation, and contrast. The
mathematical basis for this transformation is encapsulated in Eq. (9):

g (x) = a · f (x) + b (9)

In this equation, f (x) represents the original pixel values, while g(x) denotes the adjusted pixel
values. The factor a serves as the gain factor, influencing the image’s contrast, and b acts as the bias
factor, adjusting the image’s brightness.

The processed dataset was annotated using LabelImg, a graphical image annotation tool. Addi-
tionally, the data augmentation process was refined by modifying the copy-paste method. Initially, two
images were randomly selected from the original dataset. These images were subjected to standard
scale jittering and random horizontal flipping. The scaling factors were confined within the range
of 0.8 to 1.25, a notable shift from the original method that used large-scale jittering with scaling
factors between 0.1 and 2.0. This change was implemented after observing that large-scale jittering
adversely affected the accuracy of detecting small objects. By adopting standard scale jittering, an
overall improvement in detection accuracy was achieved.

The final step in this refined data augmentation process involved copying bounding boxes
containing specific objects, such as insulators and vibration dampers, from one image and pasting
them onto another. This technique further enhanced the robustness of our model by providing a more
diverse range of training data, crucial for improving the model’s performance in real-world scenarios.
The process for dataset generation is depicted in Fig. 5.

In the dataset acquired for this study, a subset of images captured during foggy and rainy
conditions was included to ensure a representation of diverse environmental scenarios. Following data
augmentation processes, a total of 3769 images were generated. These images were then systematically
divided into training, validation, and test sets using a 6:3:1 ratio, ensuring a comprehensive evaluation
framework for assessing the model’s robustness across varying weather conditions.

In addition to the color jittering and copy-paste methods previously mentioned, our preprocessing
regimen included the application of fog and motion blur effects to a subset of our images. These
effects were implemented to simulate less-than-ideal weather conditions and potential blurring due
to UAV movement, respectively. Fog addition mimics the atmospheric conditions that may affect
the clarity of images during inspections, while motion blur represents the impact of UAV speed and
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vibrations. These enhancements were selectively applied to ensure the model’s robustness in facing
real-world operational challenges, contributing to the general adaptability of our system across diverse
environmental conditions.

Figure 5: Data augmentation

Ultimately, a dataset comprising 7132 images was generated, encompassing a wide range of diverse
environmental scenarios, including mountains, rivers, farmland, grasslands, and cloudy skies. This
dataset captures various real-world conditions, such as fluctuating weather patterns, varying lighting
levels, and instances of motion blur.

4.2 Evaluation Indicators

In object detection tasks, the evaluation of model performance involves comparing predicted
bounding boxes with ground truth (GT) annotations. This comparison yields three fundamental
metrics: True Positives (TP), False Positives (FP), and False Negatives (FN). TP counts the number of
correctly detected bounding boxes. A bounding box is considered a TP if its IOU with the GT is greater
than 0.5, and each GT is matched with only one detection. FP includes those detected bounding boxes
that either have an IOU of 0.5 or less with the GT or are redundant detections of the same GT object.
FN represents the count of GT objects that the model failed to detect.

These metrics are crucial for calculating two key performance indicators: Precision and Recall.
Precision measures the accuracy of the detections and is calculated using Eq. (10):

Precision (P) = TP
TP + FP

(10)
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It represents the proportion of true positive detections among all positive detections made by the
model. Recall assesses the model’s ability to detect all relevant instances and is calculated as Eq. (11):

Recall (R) = TP
TP + FN

(11)

This metric indicates the proportion of actual positives that were correctly identified. However,
Precision and Recall alone do not provide a complete picture of a model’s effectiveness. Therefore,
the Average Precision (AP) metric is introduced. AP represents the area under the Precision-Recall
curve for each object category. By averaging these AP values across all categories, we obtain the mean
Average Precision (mAP). The mAP, a value ranging from 0 to 1, serves as a comprehensive indicator
of the model’s overall performance, with higher values indicating superior detection capabilities.

4.3 Comparative Experiments of Backbone Selection

In this study, the AdvResNet50 network module was selected as the feature extraction structure
for GFRF R-CNN, with the goal of optimizing its backbone network for improved performance
in detecting objects on power lines. To assess the effectiveness of this enhancement, comparative
experiments were conducted using different configurations of the Faster R-CNN model, each with
a distinct feature extraction module: VGG16, ResNet50, ResNet101, and AdvResNet50.

The dataset for these experiments, comprising images captured by drones, was divided into
training, validation, and test sets in a 7:2:1 ratio. After 400 iterations of training, the detection model
parameters converged, indicating the models were adequately trained for evaluation.

The results of these comparative experiments, detailed in Table 1, highlight the performance
differences among the various configurations: The ResNet, known for their residual units, showed
stable performance in detecting power line objects, outperforming the VGG networks. This stability
is a key factor in complex object detection scenarios. A slight improvement in accuracy (0.5%) for
power line object detection was observed when comparing the Faster R-CNN with ResNet101 to that
with ResNet50. This suggests that increased network depth can contribute to better performance,
albeit marginally. The most notable improvement was seen with the AdvResNet50. This configuration
demonstrated superior information extraction capabilities, especially for small objects like screws.
It showed a significant improvement in detection accuracy—4.5% over ResNet50 and 2.1% over
ResNet101. Employing the 50-layer AdvResNet as the backbone for the modified Faster R-CNN
resulted in improved detection accuracy for all three types of targets. This led to a more stable and
reliable overall model performance.

Table 1: Performance of different feature extraction modules (I: Insulators, SH: Shock Hammers, S:
Screws)

Backbone AP(I) AP(SH) AP(S) mAP

VGG16 0.905 0.793 0.647 0.782
ResNet50 0.942 0.852 0.761 0.852
ResNet101 0.936 0.876 0.764 0.857
AdvResNet50 0.949 0.897 0.774 0.873

In summary, the comparison underscores the effectiveness of the AdvResNet50 in enhancing
the capabilities of the Faster R-CNN framework. This is particularly evident in complex detection
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scenarios involving small and intricate objects, such as those encountered in power line monitoring.
The study demonstrates that the choice of feature extraction module significantly impacts the
performance of object detection models, with AdvResNet50 emerging as a highly effective option for
challenging environments.

4.4 Comparison Experiments

The research conducted a quantitative assessment to evaluate the detection advantages of the
proposed GFRF R-CNN, comparing it with four other popular target detection algorithms used in
engineering applications: the original Faster R-CNN (ResNet50), SSD, YOLOv3, and YOLOv4. Each
of these models, including the GFRF R-CNN with the AdvResNet50 backbone, was trained on a
dataset specifically designed for power line target detection. The objective was to perform detection
on a unified test set after the models had undergone 400 epochs of iterative training and learning,
ensuring that their parameters had adequately converged.

The experimental results, presented in Table 2, aimed to showcase the enhanced performance of
the GFRF R-CNN in terms of accuracy, speed, and reliability, especially in detecting complex objects
in power line images. The key findings from this comparative analysis can be summarized as follows:

Table 2: Comparison of different methods

Method mAP@0.5 mAP@0.75 FPS

Faster R-CNN 0.852 0.447 5
YOLOv3 0.793 0.367 14
YOLOv4 0.815 0.419 18
SSD 0.759 0.385 15
YOLOv5 0.822 0.421 20
YOLOv8 0.829 0.425 25
RT-DETR 0.832 0.441 24
Ours 0.893 0.504 8

The GFRF R-CNN continues to demonstrate superior mAP compared to a broader array
of models. Specifically, when considering mAP with an IOU threshold of 50%, the improved
Faster R-CNN not only outperforms traditional single-stage models such as SSD, YOLOv3, and
YOLOv4, but also newer versions like YOLOv5 and YOLOv8, as well as the transformer-based RT-
DETR in terms of detection accuracy. With an increased IOU threshold of 75%, the enhancement in
the mAP becomes even more pronounced. This further underscores the effectiveness of our method
in achieving high accuracy across different operational thresholds, maintaining robust performance
against both classical and state-of-the-art models.

While the original Faster R-CNN operated at a speed of 5 Frames Per Second (FPS), the improved
version increased this speed to 8 FPS. This enhancement in speed, combined with higher accuracy,
underscores the efficiency of the improved model.

Fig. 6 analyzed the training convergence speed of the different models. The GFRF R-CNN model
showcased the lowest loss, stabilizing below 0.5. This indicates a more efficient training process and
faster convergence compared to the other models.
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Figure 6: Comparison of loss functions

Overall, the data from this study highlights the efficiency of the improved Faster R-CNN model,
particularly in terms of training, convergence, and robustness in complex object detection scenarios.
The integration of the AdvResNet50 backbone into the Faster R-CNN framework significantly
enhances its capabilities, making it a superior choice for challenging detection tasks such as those
involving transmission lines. As depicted in Fig. 7, we describe the Precision-Recall (PR) curve of the
GFRF R-CNN.

Figure 7: The PR curve of proposed method
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In response to the computational complexity and concerns about inference speed, it is imperative
to recognize the benefits of utilizing high-resolution images in UAV inspections. Employing images
of 8000 × 6000 pixels, our model captures detailed information over large areas in a single operation,
significantly optimizing the efficiency and reducing the logistical challenges associated with UAV flight
plans.

However, the use of lower-resolution cameras would require closer and more frequent flights,
increasing operational times and energy consumption, ultimately limiting practical application in
large-scale deployments.

On the current inference speed, our system operates at 8 FPS with a basic GPU configuration.
Although this rate may not suffice for all industrial real-time applications, we foresee a substantial
increase in processing speeds with the adoption of high-performance GPUs or advanced edge
computing devices, which excel in parallel processing.

4.5 Ablation Experiments and Analysis

The ablation study conducted in this research provides a quantitative assessment of the effec-
tiveness of various components and strategies implemented in the enhanced detection model. By
systematically evaluating the impact of different optimization modules, the study illustrates how each
component contributes to the overall performance of the detection network. The key findings from
the ablation study, as presented in Table 3, are summarized below:

Table 3: Ablation experiments of GFRF R-CNN

ROI-Align GFR-method GIOU AdvResNet50 mAP
√ √ 0.863√ √ √ 0.874√ √ √ 0.859√ √ √ 0.885√ √ √ √ 0.893

Replacing the traditional backbone with AdvResNet50 led to an increase in the mAP value. This
improvement highlights the superior information extraction capabilities of AdvResNet50, confirming
its effectiveness in enhancing detection accuracy.

Integrating the GIOU algorithm resulted in an improved mAP. GIOU’s ability to consider the
non-overlapping areas between the bounding box and the actual object allows for more effective
optimization of bounding box regression parameters during training, thereby enhancing the model’s
precision.

Implementing ROI-Align contributed to an increase in mAP by addressing the dual quantization
errors present in the original pooling process. This method of precise feature map extraction is
particularly beneficial for detecting small objects, ensuring more accurate localization.

The integration of the GFR method primarily targets the enhancement of the model’s detection
speed. The ablation study further indicates a notable improvement in detection accuracy. This
advancement is credited to the GFR’s capability to direct the model’s focus specifically to areas where
small objects are likely to be located. By doing so, the GFR method effectively increases the precision
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of detection, ensuring that the model pays closer attention to regions with a higher probability of
containing small, easily missed objects. This strategic focus not only accelerates the detection process
but also significantly boosts the overall accuracy of the model in identifying small-scale features.

To further elucidate the impact of our GFR method on the detection of small objects, we
conducted an ablation study, the results of which are presented in Table 4. This study was designed
to isolate the specific contributions of the GFR method to both detection accuracy and processing
speed, providing a clear picture of the trade-offs involved.

Table 4: Ablation experiments of GFR method

Model mAP (%) AP_S (%) Recall (%) Inference time (ms) FPS

Baseline 80.8 64.5 70.8 95 10.5
Baseline+P2 85.2 77.4 81.5 198 5.05
Baseline+GFR 89.3 82.9 86.0 123 8.13

The integration of the GFR method significantly improves detection metrics, particularly enhanc-
ing the precision of small object detection, with minimal impact on inference time.

The ablation study demonstrates that each optimization strategy contributes uniquely to the
overall performance of the detection model. AdvResNet50 improves information extraction, GIOU
optimizes bounding box parameters, ROI-Align enhances feature map accuracy, and the GFR algo-
rithm boosts both speed and precision. This comprehensive approach ensures a balanced improvement
in both the accuracy and efficiency of the detection model, making it highly effective for complex
object detection tasks such as those involving transmission lines. The resolution of the images was
8000 × 6000-pixel, and the detection results are shown in Fig. 8.

Figure 8: Detection results
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5 Conclusions

This research presents significant enhancements to the Faster R-CNN algorithm, improving its
effectiveness in detecting multiple objects within high-resolution images of power lines. The core
improvement involves integrating AdvResNet50 as the backbone for feature extraction, which has
been rigorously validated through comparative experiments. These experiments demonstrate that the
model achieved a mAP of 89.3% at an IOU threshold of 0.5, representing an 11.1% improvement over
the baseline Faster R-CNN with VGG16. Additionally, the prediction speed increased from 5 FPS to
8 FPS, underscoring the model’s efficiency for real-world applications where both accuracy and speed
are critical.

While the primary focus of this study is on power line component detection, the advancements in
our model are broadly applicable to other domains involving small object detection in high-resolution
images, such as medical imaging, satellite surveillance, and autonomous driving. The improvements
in precision and speed make this approach suitable for detecting fine details across various high-
resolution imagery contexts, providing potential for wider adoption in other fields where small object
detection is essential.

However, the deployment of the proposed model encounters challenges, including the limitations
imposed by the data transmission speeds of high-resolution images collected via UAVs. This constraint
can significantly impact the real-time processing and analysis capabilities of the system. Additionally,
the model’s performance is closely tied to the availability of advanced hardware, necessitating high-end
computational resources for optimal operation. Acknowledging these challenges, future efforts will
explore the development of lightweight, high-resolution object detection models specifically designed
for direct deployment on UAVs. This direction aims to mitigate data transmission limitations and
reduce reliance on ground-based computational resources, potentially revolutionizing the efficiency
and autonomy of UAV-based inspections.
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