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ABSTRACT

Urban railways are vital means of public transportation in Korea. More than 30% of metropolitan residents use
the railways, and this proportion is expected to increase. To enhance safety, the government has mandated the
installation of closed-circuit televisions in all carriages by 2024. However, cameras still monitored humans. To
address this limitation, we developed a dataset of risk factors and a smart detection system that enables an
immediate response to any abnormal behavior and intensive monitoring thereof. We created an innovative learning
dataset that takes into account seven unique risk factors specific to Korean railway passengers. Detailed data
collection was conducted across the Shinbundang Line of the Incheon Transportation Corporation, and the Ui-
Shinseol Line. We observed several behavioral characteristics and assigned unique annotations to them. We also
considered carriage congestion. Recognition performance was evaluated by camera placement and number. Then
the camera installation plan was optimized. The dataset will find immediate applications in domestic railway
operations. The artificial intelligence algorithms will be verified shortly.
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1 Introduction

In 2019, Korean public urban railways were used by an average of 7.97 million people/day, or
more than 30% of the 26 million metropolitan population. Usage is expected to increase as urban
areas continue to grow. However, various issues on railways, including assaults, fights, theft, property
damage, fainting, lingering, drunkenness, sexual harassment, and arson, present ongoing challenges.
The 2014 Urban Railway Act mandated the installation of closed-circuit televisions (CCTVs) to
prevent crime and identify accidents/incidents quickly. However, currently, monitoring is performed by
humans. A smart detection system, trained on a dataset of major risk factors, would enable intensive
monitoring and a rapid response to suspicious activities. By 2024, CCTVs will be installed on all
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rolling stock of high-speed and urban railways. Since 2015, artificial intelligence (AI) has been used
to recognize situations of concern and trigger appropriate action. Intelligent CCTVs have greatly
improved.

Several datasets have been built to aid AI-based human behavioral analysis. These serve as
essential resources for AI models that recognize and analyze human actions. These datasets are
extensively utilized across various research and development sectors. They significantly contribute
to advances in AI technology. They also serve as foundational tools enabling the development of
sophisticated algorithms that interpret a wide range of human behaviors, thereby enhancing the
accuracy and applicability of AI systems in various real-world scenarios. The Kinetics dataset [1],
developed by DeepMind, contains an extensive range of human activities captured in YouTube clips.
The dataset is a key resource when creating action recognition models. The UCF101 dataset [2] of the
University of Central Florida includes 101 distinct action categories and is widely used for action
recognition. The Charades dataset [3], a collaborative project led by Carnegie-Mellon University,
focuses on daily human activities. These are annotated. The HMDB51 dataset [4] of Brown University
covers 51 categories of action and is invaluable when testing recognition algorithms. Finally, the AVA
dataset [5] contains detailed annotations of atomic visual actions, facilitating precise action recognition
in video clips. All of these datasets have advanced the field of AI-driven human behavioral analysis.

The databases are extensively utilized for action recognition and human behavioral analysis. Their
applications range from video-based action recognition that aids model training and evaluation to an
understanding of behavioral patterns [6,7] that assist surveillance and healthcare [8,9]. The datasets
recognize gestures [10,11] and enhance human–computer interactions. The datasets are used by sports
science and fitness experts who design and analyze exercise routines. The datasets are versatile. They
advance the capacity of AI to interpret complex human activities.

In this study, the numbers, locations, and angles of cameras installed in railway carriages to
monitor risky passenger behaviors were reviewed. Under Korean law, video information-processing
equipment can be used when necessary to prevent and investigate fire and crime, and to ensure
the safety of facilities. The purpose and location of the installation, the camera range and time
of operation, and the name of the manager and his/her contact information must be published.
CCTV footage can be used if certain additional legal requirements are met. This study evaluated
CCTV applications in the railway system. Integration of AI with CCTV feeds from railway carriages
detects situations that may compromise passenger safety. The numbers and locations of CCTVs in
existing railway vehicles vary greatly. It was thus essential to evaluate how these differences affected
the detection of behaviors of concern. We considered camera numbers, placements, and angles. If a
construction robot is to work with people, a camera must recognize the actions of humans close to the
robot. Thus, a multi-camera approach was required. The performances of human activity recognition
models employing one to four cameras were compared. It was clear that multiple cameras improved
recognition performance and allowed accurate identification of various activities [12]. In earlier work,
camera numbers and locations were adjusted to optimize the detection of weed removal by humans.
A useful algorithm was developed [13]. It has been suggested that camera placement may affect
performance. Appropriate placement optimizes object and motion detection. Certain motions are
recognized using visual measurements [14]. Another study reported that system performance in terms
of measurement, monitoring, and recognition was greatly affected by camera placement. Multiple
cameras can be used to detect the location and direction of movement [15]. In one study, Camera
Angle-awre Multi-Object Tracking (CAMOT) was used to eliminate occlusion and improve distance
estimation; it enhanced data integrity [16].
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Overseas, a dataset for an integrated, smart, AI-based passenger risk factor detection system is
under construction, but the principal focus is on buildings and external spaces, not domestic railways.
This study presents an innovative AI image dataset that enhances the safety of Korean urban railways.
Risky behaviors are detected in detail in real time. Preliminary survey data on risky behaviors in
urban railway carriages were used to create a dataset. All elements were labeled by reference to high-
resolution image data. The constructed dataset can be used to monitor behavior on domestic trains.
CCTV numbers, locations, and angles were optimized using case studies that explored risky behaviors
of railway passengers. This enhanced surveillance efficiency and passenger safety. The study presents
evidence-based recommendations that will aid the deployment of optimal monitoring systems. The
work combines theoretical research with practical applications. Railway safety is enhanced using a
new AI standard to monitor behavior on public transport.

2 Materials and Methods
2.1 CCTV in Railway Vehicles

This section summarizes the subway cars of the various Korean lines and their CCTV installations
(Table 1). All participants gave written informed consent for use and distribution of their personal
information captured on camera.

Table 1: Domestic vehicles and CCTV installations

Vehicle CCTVs

Length (m) Doors No./vehicle Arrangement Resolution

Ui-Shinseol
Light Rail

13.5 4 2 A type HD

Busan Gimhae
Light Rail:

27 4 2 B type HD

Incheon Line 1
subway

18 8 2 A type FHD

Incheon Line 2
subway

16 6 2 C type SD

Daegu subway 17.5 8 2 B type FHD
Shinbundang
subway

19 8 2 B type SD

Airport Rail 19.5 8 2 A type FHD
Uijeongbu
Light Rail

13 6 2 B type HD

All vehicles contained two cameras in the different locations shown in Fig. 1. Type A included
two cameras in the middle of the vehicle. Type B included a camera pointing directly down the vehicle
at either end of the vehicle. Type C included a camera at a diagonal angle at either end of the vehicle.

The Ui-Shinseol Light Rail, Incheon Line 1, and Airport Railway vehicles feature two CCTV
cameras in the center of the carriages. These monitor passenger safety. In contrast, the Busan Gimhae
Light Rail, Incheon Line 2, and Uijeongbu Light Rail vehicles contain CCTV units at either end,
enabling comprehensive surveillance of the entire vehicle. Similarly, the Daegu and Shinbundang Line
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vehicles feature CCTV units at each end of the carriages. These continually monitor passenger safety
and security. The CCTV locations are determined by the carriage size and the number of doors. The
CCTVs are optimally positioned. Surveillance is efficient. All CCTVs are high definition (HD) or full
high definition (FHD) models. These deliver high-quality images that enhance safety.

Figure 1: Layouts of CCTVs within railway vehicles

2.2 Database Design

2.2.1 Research Sites and Camera Locations

Trains running on the Shinbundang Line, the Incheon Subway Line 2, and the Ui-Shinseol
Light Rail Transit were surveyed (Fig. 2). These urban lines are operated by different organizations.
The subway and light rail lines studied included the Shinbundang Line operated by the Incheon
Transportation Corporation, and the Ui-Shinseol Line.

Figure 2: The studied subway lines. (a) The Shinbundang Line (S). (b) The Incheon Subway Line 2(l).
(c) The Ui-Shinseol Line (U)

We built a dedicated dataset to train a smart detection system that detected risky behaviors; we
used the imaging data of three participating organizations. A carriage of the Shinbundang Line was
filmed at the vehicle base from 14 to 22 October 2021. The carriage length was 19.5 m and there were
eight entrances. A carriage of the Incheon Subway Line 2 was filmed at the vehicle depot of the Incheon
Transportation Corporation from 27 September 2021, to 22 October 2021. The carriage length was
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16 m and there were six entrances. A carriage of the Ui-Shinseol light railway was filmed at the Ui-
Shinseol vehicle base from 30 October to 04 November 2021; the carriage length was 13.5 m and there
were four entrances. Eight Gopro ver. 8 cameras (Cephas, Seoul, Korea) were installed in each carriage
to acquire videos from various angles (Fig. 3). The number of cameras, the distances they covered,
and the camera angles were varied when assessing the utility of learning materials. The applicability
of the findings to real-world lines was prioritized. It is essential to ensure robust assessment of human
behavior.

Figure 3: Camera installation prior to dataset construction on (a) the Shinbundang Line. Examples
of fights and assaults are shown. (b) Data from a line of the Incheon Transportation Corporation.
Examples of loitering are shown. (c) Data from the Ui-Shinseol Line. Examples of fights and assaults
are shown

2.2.2 Passenger Risk Factors

In a preliminary study [17], the behaviors of subway passengers that offended the public and
compromised safe operation were identified. A questionnaire was used to define risk factors perceived
by 1000 railway passengers. These factors were seven in number: loitering, drunkenness, fights and
assaults, abnormal door operation, sexual harassment, lingering, and medical issues. In detail, 19
items were selected, including begging, unwanted sales offers, sitting down in the aisle, and lying down
(Table 2).
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Table 2: Major adverse behaviors

Division Action Abbreviation Details

1 Loitering Lo Begging, Selling
2 Drunken behavior D Lying down, Sitting down, Spitting,

Vomiting
3 Fights and assaults F Swinging, Throwing, Kicking,

Threatening, Pushing, Stabbing,
Pulling, Knocking down, Pointing

4 Abnormal door behavior A Door hammering, Forced door
opening

5 Reports R Reports of sexual harassment by
victims or people near the victims

6 Lingering Li Remaining in the carriage after train
operating hours, Sitting and sleeping
after train operating hours.

7 Falling (Medical collapse) C Losing consciousness

2.2.3 Scenarios and Dataset

A maximum of eight cameras were installed when constructing the dataset. Images of certain
human actions in carriages were collected as follows. Each scenario features one key action that always
included at least one detailed sub-action. All scenarios were encountered daily. Third, using the basic
scenarios, detailed scenarios tailored to the environment of each train were produced. Scenarios that
are rare in everyday life, those in which people were concerned about safety, and scenarios featuring
train damage or breakdown were deleted. Ultimately, 217 scenarios were constructed; all 7 major
human actions included 19 detailed actions. The ratio of the number of passengers to the maximum
vehicle capacity was determined. A typical car can accommodate 160 people, thus 2.7 per m2. In this
study, the AI database evaluated the behaviors of 1.6 people per m2.

Fig. 4 shows the name of a sample file. This includes the basic metainformation of the captured
video data. In terms of initializing, the Incheon Transportation Corporation vehicle depot (the
Gyulhyeon Vehicle Depot) is I, the Sinbundang Line vehicle depot (the Gwanggyo Vehicle Depot) is
S, and the Ui-Sinseol Line vehicle base (the Ui Vehicle Depot) is U. Each basic scenario was assigned
a unique identification number on which the extended (detailed) scenario was built. The seasons
(spring/fall, summer, and winter) were added to handle the diversity of clothing worn over the year.
The seven major behaviors of interest (at doors, lingering, and falls) are shown in Table 1. The Lo of
the human action in Fig. 3 is prowling. M + (a number of actors) and F + (a number of actors) are the
numbers of male and female persons of interest respectively. The camera number (01∼08) is included
in the file title. The extension is .mp4. The video resolution was 3840 × 2160 pixels (4K ultra-high
definition; 4K UHD), the frames per second (FPS) 30, and the video length 3 to 5 min.
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Figure 4: File naming with the basic metainformation

2.2.4 AI Data Labeling: Annotation

Labeling is essential when training an AI using videos from railway carriages. We employed
bounding box (bbox), class assignment, and skeleton techniques. A bbox is the smallest box that
contains all shapes of a 3D object. Of the positions of the eight points that form the box, the p
values of the points with the lowest and highest values on each of the x-, y-, and z-axes were chosen
[18,19]. Skeleton techniques confirm the locations of human joints in images and how such joints
move in sequential images [20–24]. Bboxs served as the fundamental elements for object detection
within railway carriages. bbox annotations were applied to all perceived objects, aiding the training of
AI models that detect objects. The class assignments categorize and identify objects and persons. In
this study, all objects were classified as “abnormal” or “normal”. The skeletal technique addresses
the more complicated aspects of labeling, particularly human postures and movements. We used
skeletal annotations to detect anomalies that were reflected in human postures, thus during fights
and collapses. We used bbox, class assignment, and skeleton techniques for validation and testing.
The annotations indicate the timeframes during which abnormal individuals appear in the videos.

3 Results
3.1 Image Data Collection and AI Learning

3.1.1 Collection of Video Data

To enable AI learning, the image data were defined in terms of the detected elements, the detailed
behaviors, the season, the ratios of adverse to normal behaviors, and mask-wearing status during the
COVID-19 pandemic on all of the Shinbundang Line, the Incheon Subway Line 2, and the Ui-Shinseol
light rail transit line (Table 3).

Table 3: Images of each major element and the detailed behaviors over the entire study area

Number Principal
human action

Video length
(h/min/s)

Specific actions Number of
scenarios
exhibiting
specific actions

Number of
scenarios
recorded

1 Loitering 42:58:40 Begging 24 65
Attempted sales 41

2 Reports of
anti-social
behavior

64:58:56 – 99 99

(Continued)
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Table 3 (continued)

Number Principal
human action

Video length
(h/min/s)

Specific actions Number of
scenarios
exhibiting
specific actions

Number of
scenarios
recorded

3 Fights and
assaults

65:10:20 Swinging 18 99
Throwing 15
Kicking 9
Threats 51
Pushing 9
Stinging 3
Plucking 18
Collapse 3
Pointing 24

4 Abnormal
behavior in
relation to door

60:51:00 Car door sticking 60 94
Forced door
opening

40

5 Drunken
behavior

71:38:00 Sitting down 33 109
Lying down 42
Spitting/vomiting 28
Falling down 6

6 Lingering 49:39:00 – 75 75
7 Falling

(medical)
41:05:00 – 62 62

Total 396:20:56 603

About 126 h of videos were collected on the Incheon Subway Line 2, about 143 h on the
Sinbundang Line, and about 126 h on the Ui-Sinseol Line. Notably, filming on the Shinbundang Line
was increased because it was difficult to identify lingering passengers on the Ui-Sinseol Line. It is
impossible to open and close the doors or operate lights on the Ui-Sinseol Line, so filming focused
on other scenarios; some scenarios not evaluated on the Shinbundang Line were filmed on the Ui-
Sinseol Line. Table 2 lists the numbers of recorded scenarios, the detailed actions, and the numbers
of scenarios featuring multiple actions. One-third of all videos were recorded in each of spring/fall,
summer, and winter; mask-wearing was reviewed. The scenarios featured 812 men and 400 women;
these were ranked by the scenarios. The dataset reflected all of these factors (Table 4; Fig. 5).
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Table 4: Examples of each behavior

Number Specific action Details Scenario

1 Loitering Begging A man who walks only with
difficulty moves from car to car
begging.

2 Sexual harassment – A third party reports a man who
is sexually harassing a drunk
woman.

3 Fights and assaults Throwing, kicking, pulling,
threatening

When a man hits a fallen object,
he grabs the owner of the object
by the collar and fights the
owner.

4 Abnormal door
behavior

Door hammering, Forced door
opening

A passenger in a wheelchair
becomes stuck in a door.

5 Lingering A woman sleeps lightly while
sitting.

6 Drunken behavior Lying down A man sleeps in a subway aisle.
7 Medical collapse A woman stands, stumbles, and

falls to the floor.

Figure 5: (Continued)
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Figure 5: Representative video data for each action

3.2 AI Data Labeling: Annotation

The 2D and 3D positional coordinates of human joints estimated using the camera images were
employed to detect specific behaviors. Any associated objects were identified and their positional
coordinates were noted.

An event was defined when at least one person was involved from beginning to end. Bbox was used
to perform random sampling and learning. When labeling a bbox, lingering passengers were described
as accurately as possible. The visible parts of people were analyzed when multiple people overlapped.
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If a person was partially cut off at an edge of the image, that person was nonetheless labeled as a person
(Table 5).

Table 5: Annotations of all sensor elements

Detected element Number of videos FPS Annotations

Loitering 50 0.77 The training set through to
labeling using bbox and the
classes of loitering passengers.

Lingering 385 0.2 The training set through to
labeling employing bbox and the
classes of all passengers.

Falls 240 1 20 s including 5 s before and after
each event using bbox and
skeletal labeling.

– – The training set through to
labeling by the duration of an
event.

Assaults – – The training set through to
labeling by the duration of an
event.

Reports 240 1 20 s including 5 s before and after
each event using bbox and
skeletal labeling.

160 0.2 The training set through to
labeling employing bbox analysis
of the entire video.

Loitering was defined when begging or selling behavior was detected by at least one of the eight
cameras, and was labeled in a bbox manner; 50 videos taken at 77 fps were used. Loiterers take about
4 min after boarding to try to sell something and then go; often, they behave like regular passengers,
and their behavior does not appear unusual. Loitering times varied greatly; the camera arrangement
greatly influenced detection of such behavior (Fig. 6). Loitering included begging and attempted sales.
Often such passengers are motionless, as are regular passengers, and it is thus difficult to find anything
unusual in their behavior.

Lingering passengers were those detected by at least one of the eight cameras; they were randomly
sampled and bbox-labeled in 385 videos obtained at 0.2 fps. Labeling included any bag, any hat, and
all accessories. If an object intervened, labeling was confined to all visible components of a person.
However, if a person was not well-recognized, the data were excluded. When multiple people lingered,
each individual was labeled as accurately as possible based on their visible regions; if the person
extended outside of the image, labeling was nonetheless performed if a person was definitely present
(Fig. 7).
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(a) (b)

Figure 6: Loitering annotations. (a) The difficulty encountered when seeking to distinguish begging
from selling. (b) An example of when an object is completely obscured

(a) (b)

Figure 7: Annotations of lingering passengers. (a) If an object is in the way, the label includes only the
visible parts of the person. (b) Labeling is performed only when the person is not on the edge of an
image and can thus be clearly recognized as a person

A medical fall was scored if it was detected by at least one of the eight cameras. Falls included falls
per se, squats, bends, and seizures. Bending and squatting times were recorded from when a person lay
completely on the floor; data were sampled from 5 s before the fall to 5 s after the end, and a bbox
created. Data were gathered at 1 fps on 240 videos. If an assault was apparent on at least one of the
eight cameras, the assault was accepted; we then checked when it occurred, thus whether it was detected
within 2 s before and 10 s after the reported time. Assaults included pointing and lightly grabbing, and
progressed to punching, kicking, pushing, and pulling. If two people were entangled, an assault was
scored; kicking a bag was not an assault. If an assault was prolonged, it was scored over time (Fig. 8).

In terms of sexual harassment and its reporting, an event was scored when it was detected by at
least one of the eight cameras. bbox sampling ran from 2 s before harassment commenced to 2 s after
the end. A blind spot may be in play when only two cameras report such harassment. The reporting
video must include the start and end points of the incident; 5 s bboxs are required for all persons in
the video. We collected data at 1 frame per second (FPS) (240 videos).
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(a) (b)

Figure 8: Annotations for assault. (a) The point at which a threat commences with the throwing of
an object is the start point. (b) The point at which a shoulder is grabbed and pushing commences is a
point on the assault timeline

3.3 Detection by Camera Placement

We developed an AI model that reported certain behaviors, including sexual harassment, using
a database of risks to railway passengers. FCOS [25] served as the base model for robust human
detection by CCTV within a passenger car. This minimized false detections and yielded a model of
human detection that was robust against self-occlusion and independent of the camera angles and
distances. The CPENML(Classification-based Pose Estimation Network with Multi-task Learning)
network structure [26] that engages in robust pose estimation in complex environments with multiple
views was used to input all detected human images. Again, this minimized false detections and
considered occlusion by objects. This facilitated pose estimation independent of the camera positions
in a multi-camera environment. Poses were estimated using cameras placed at various angles. The Re-
Identification model [27] was employed to track people and to detect when a change in state value
exceeded a threshold value.

The dataset clearly distinguished sexual harassment from the other acts that were recorded. Sexual
harassment detection was evaluated by type of camera placement. Again, the AI database was built
to recognize risky passenger behaviors in railway vehicles. To verify this, we used AI learning alone
to create an algorithm that extracted only incidences of sexual harassment from the database. Sexual
harassment is very serious. Well-behaved passengers are greatly inconvenienced and experience anxiety.
It is essential to stop such activity. In the future, various algorithms that handle the human movements
and poses associated with each database element will be developed. The videos differed by vehicle,
season, and camera placement type. The latter was divided into types A, B, and C. A combination
of types A and B was considered, as were camera configurations that were not of types A, B, or C.
All results were confirmed by video analysis (Fig. 9). Cameras 1 and 5 are those of type A, cameras
3 and 7 are type B, and cameras 4 and 8 are type C. In Fig. 9a, where the camera configuration was
of type B, camera 5 detected very few actions. Fig. 9d shows that no images were captured. Table 6
lists the results by situation and season for camera placements of types A, B, and C. Some events were
not detected because they occurred too far from the camera, in a blind spot, or at an angle that the
camera did not cover. Event detection varied by camera location and angle. The lessons learnt will be
reflected in future railway CCTV installation.
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(a) (b)

(c) (d)

Figure 9: Images by camera angle and placement type. (a) Only type A (D_1026_summer). (b) Only
type B (I_1038_spring). (c) Types A and B (D_1026_spring). (d) Type that does not include all
(I_1055_winter)

Table 6: Datasets by type of camera deployment

A type B type C type

D_1026_spring o o o
D_1026_summer o x x
D_1026_winter o o o
D_1027_spring o x x
D_1033_spring x o x
D_1033_summer x o x
D_1047_spring x o x
D_1052_spring o x x
D_1053_spring o x x
I_1021_spring x o o
I_1021_summer x o x
I_1021_winter x o o
I_1023_spring x o o
I_1025_spring x x o

(Continued)
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Table 6 (continued)

A type B type C type

I_1025_winter o x x
I_1028_summer o x x
I_1038_spring x o x
I_1047_spring o o x
I_1053_spring x o x
I_1055_winter x x x
I_1058_summer o x o
I_1058_winter o x x

4 Conclusions

Open dataset platforms that train AI systems have been developed in Korea and elsewhere,
aiding dataset extension and use; a dataset diffusion ecosystem is being developed. In terms of
smart detection, certain datasets assist activities of daily living (ADLs) and predict when agricultural
products are ripe and should thus be harvested [28,29]. However, most existing datasets have been
created in other countries; they do not reflect the daily behaviors of Koreans. In particular, no image
dataset yet explores human behavior in a limited space, thus a railway carriage. We built a carriage-
specific dataset to facilitate smart integrated detection of passengers acting suspiciously; we used video
AI to this end, and CCTVs were installed in all carriages.

In this study, based on previous surveys, seven risk factors: loitering, sexual harassment, fights and
assaults, medical conditions, lingering, drunkenness, and abnormal behavior at doors were identified
and the detailed behaviors defined. The AI learning database used video cuts from railway carriages in
daily operation and labels were assigned to passengers behaving in a risky manner. Our smart detection
of such passengers can be immediately applied, with minimal modifications, to aid Korean railway
operators. The dataset considers seven risk factors that require detection. Of these, sexual harassment,
which is very obvious on a video, was reviewed according to vehicle type and camera placement. We
confirmed the positions detected by each camera and applied the findings to the CCTVs of real railway
vehicles. In the future, algorithms identifying passengers behaving in a risky manner will be further
developed and verified. In particular, we optimized both an AI database and camera installation when
detecting risky behaviors of railway passengers. As the algorithm has not yet been applied to railway
vehicles, the camera numbers and their placements, angles, and resolution require consideration, as
do blind spot concerns. We plan to place both intelligent and fixed cameras in the future. Recognition
performance will be improved by minimizing blind spots. We will also consider the effects of passenger
density and the time of travel.

This is the first Korean study to employ an AI image dataset to ensure railway safety. The data are
immediately applicable. We carefully considered the views of real-world railway operators. Passenger
behaviors are affected by cultural factors and the transportation environment. These differ globally.
Our system is specific to the Korean railway environment. Future research will explore the systems
of other countries. The unique AI image dataset is directed toward the intricacies of how Korean
passengers behave on urban transit systems. Such a nuanced understanding sets a new precedent in
the field of transportation safety. The detailed identification, classification, and analysis of various risk
factors illustrate the comprehensive nature of the dataset, highlighting its capacity to address a wide
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variety of safety concerns. By seamlessly integrating theoretical research with practical applications,
this study not only contributes to the academic discourse on AI and transportation safety but also
pragmatically enhances public transit security. The work will serve as a groundbreaking standard for
future research on and the application of AI-driven safety protocols.
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