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Abstract: Because stress has such a powerful impact on human health, we must
be able to identify it automatically in our everyday lives. The human activity
recognition (HAR) system use data from several kinds of sensors to try to recog-
nize and evaluate human actions automatically recognize and evaluate human
actions. Using the multimodal dataset DEAP (Database for Emotion Analysis
using Physiological Signals), this paper presents deep learning (DL) technique
for effectively detecting human stress. The combination of vision-based and sen-
sor-based approaches for recognizing human stress will help us achieve the
increased efficiency of current stress recognition systems and predict probable
actions in advance of when fatal. Based on visual and EEG (Electroencephalo-
gram) data, this research aims to enhance the performance and extract the domi-
nating characteristics of stress detection. For the stress identification test, we
utilized the DEAP dataset, which included video and EEG data. We also demon-
strate that combining video and EEG characteristics may increase overall perfor-
mance, with the suggested stochastic features providing the most accurate results.
In the first step, CNN (Convolutional Neural Network) extracts feature vectors
from video frames and EEG data. Feature Level (FL) fusion that combines the
features extracted from video and EEG data. We use XGBoost as our classifier
model to predict stress, and we put it into action. The stress recognition accuracy
of the proposed method is compared to existing methods of Decision Tree (DT),
Random Forest (RF), AdaBoost, Linear Discriminant Analysis (LDA), and K-
Nearest Neighborhood (KNN). When we compared our technique to existing
state-of-the-art approaches, we found that the suggested DL methodology com-
bining multimodal and heterogeneous inputs may improve stress identification.

Keywords: Mental stress; physiological data; XGBoost; feature fusion; DEAP;
video data; EEG; CNN; HAR

1 Introduction

Human Activity Recognition understands, deduces, and defines with the help of a series of careful
observations, the various activities, and goals undertaken by the subject human. Human actions produce
an array of successive motions resulting in a need to model it to recognize the activity efficiently and
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automatically. Human activities can be categorized into four groups [1], the first is a gesture, which is a
prominent physical movement that represents some particular message. It does not usually involve a
verbal conversation or communication. The second is action; It is a series of substantial emotions like
anger, disgust, fear, happiness, sadness, surprise, neutrality, and others. The third is interactions, a set of
movements performed by at least one main subject that is a human and the counterpart may be another
human or an object, if more than two such entities account for interaction then it may form the fourth and
the last category that is the group activity.

Changes in the autonomic nervous system (ANS), which includes the sympathetic and parasympathetic
nervous systems (SNS and PNS), are manifested in physiological signals as a result of mental stress. A
person under mental stress, for example, has a highly stimulated SNS relative to the PNS, which raises
the heart rate (HR) and respiration rate (RESP) but lowers the heart rate variability (HRV). Furthermore,
since physiological signals are recorded via wearable devices, mental stress may be monitored
continually. Although the notion of merging data streams from several sources to accomplish a goal
seems simple, there are significant challenges to overcome. Using data from several sources, such as
sensors, to anticipate outcomes has shown to be more successful.

Changes in the operator’s mental state may be connected to task-related stress assessment. Negative
emotions such as worry, wrath, and dissatisfaction, for example, may accompany stress. Facial analysis of
emotions and Electrocardiogram (ECG) signal has been studied in psychology and physiology for over
four decades. Nonetheless, since human emotional behavior is nuanced and multimodal, affective
computing systems still face a significant barrier in detecting human emotions from picture sequences.

Human Activity Recognition (HAR) is among the peak research domains but it is a very complicated
task, because of the numerous issues and barriers like background, variations in activities, differences in
behavior from person to person, and many more are very relevant. The human activity recognition
methods can be broadly divided into the approach using Vision and the one using Sensors. Vision-based
human activity recognition [2] relies on tools for visually sensing data through higher frame-rate video
devices like cameras, video recorders, CCTV (Closed Circuit Television) cameras, and others. And hence,
it is understandable that this method relies mostly on the quality of the image that is produced from the
tools in use.

The sensor-based HAR similarly relies on the use of sensors and underlying mathematical models by
directly measuring the response through linked sensors. The recognition of Human activity, using non-
obtrusive sensing measures has gotten great attention he recent times. Areas including both research and
the commercial industries have started realizing the potential that lies in it. As the semiconductor-related
researches and technologies expand and progress, more sensors are becoming cost-effective. Like, sensors
such as accelerometers and gyroscopes which were earlier less accessible are now widely used. These
advancements have made the sensors much more reachable, lightweight and portable due to their small
size, and energy efficiency due to the low energy consumption. It is no wonder that the use of sensors
has so extensively increased and they are seen embedded in multiple devices around us today.

With the help of deep neural networks, the classification as as shown in Fig. 1 become much simpler as it
eliminates the need for heuristic parameters and allows recognition of complex behavior as well as tasks.
Multiple surveys have also shown that deep learning methods provide more efficient results than other
techniques for feature-based human activity recognition [3,4]. CNN and the LSTM (Long-Short-Term
Memory) are being widely used for the same reason [5]. However multiple factors could affect how the
results are determined. Even though sensor-based recognition is a very promising HAR method, it can
have limitations of its own. It’s also important to note that commonly available public datasets [6] might
not be fully enough for recognizing tasks performed under different contexts such as contexts or outdoor
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activities and focusing on either one-video-based or sensor-based data could have drawbacks, as both, they
are not free from errors [7,8]. We have thus been motivated to research a new method that would combine
both of these essential techniques of human activity recognition for a more robust analysis.
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Figure 1: General layout of HAR system

In our research work, we aim to define the novel use of these human activity recognition techniques for
the recognition of stress. Stress can be defined as mental or physical tension. Stress is becoming an increasing
problem in our world and India. It has become a part of our everyday routine, and several people suffer due to
it. Stress starts arising and can be seen very commonly in our in-born “fight-or-flight” responses [9] when we
are put under short-term stress situations. Another type of stress is episodic stress which occurs when
stressful times are more frequently seen but are periodically overcome. Lastly, chronic stress is the most
harmful stress which persists for a very long time. It is of utmost importance that the stress of chronic
levels is avoided, and hence detecting stress at earlier levels is very important so that it does not become
fatal. The short-term consequences of stress can be very serious such as distraction, inability to perform,
and king wrong or illegal actions which can impact a person, community, nation, or worldwide. The
long-term consequences of stress affect health in a very damaging way, they can cause various
musculoskeletal issues and chronic diseases [10]. Relevant data shows that prolonged stress or even deep
penetrating short-term stress can lead to a person taking fatal steps.

It is a well-known fact that stress might not be outwardly visible. Hence, when using the above-said human
activity recognition methods error-prone results may be obtained [11]. For example, when it comes to sensor-
based data, the heart rate of a person could go to abnormal levels in times of stress but when reading only this
data in isolation it is also possible that the same abnormal levels apply to a person doing some heavy physical
activity, he or she may or may not be stressed. On the other hand, if we choose to filter out such conditions then
we could miss out on instances such as a person running to the flight, where the person is stressed buy or may
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not be accounted for when only measuring inputs from sensors since no visual data here is available [12,13]. A
similar applies when accounting for vision-based data.

The two methods [ 14] of human activity recognition as shown in Fig. 2 have drawbacks of their own like
the vision-based human activity recognition is easily impacted by external factors including lighting
condition, clothing color, image background, and so on. Sensor-based human activity recognition is also
similarly im external factors [15] like pressure, heat, force, and others depending on the conditions it is
being used in. Also, the mathematical modeling lying under a given sensor may not be completely
confirmed to be the most efficient model for handling the problem at hand [16,17]. Hence, in our
proposed research, we are establishing the understanding and need to combine the visual and sensor-
based human activity recognition systems to get much more robust, efficient, timely, and error-free results.
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Figure 2: Understanding the common steps in sensor-based + vision-based human activity recognition

2 Related Work

The utilization of multimodal and heterogeneous signals allows for more accurate stress detection since
fused characteristics from many signals are employed instead of single-signal features. Because emotional
traits cannot be retrieved from physiological data, the study [18] made use of face features. Attempting to
utilize all information together, on the other hand, necessitates an ideal fusion technique, which increases
the computing load and puts a strain on the data capacity. As a result, researchers should evaluate the
usefulness of multimodal and heterogeneous signals when designing stress detection systems.

Based on the modalities offered in the dataset, the paper [19] analyses novel approaches to using the
SWELL-KW (SWELL-Knowledge Work) dataset to predict stress levels and job load. For the
predictions, they employed several multimodal fusion algorithms and compared and reported the best
one. In [20], they offered a systematic investigation of unimodal and multimodal methods for emotional
state analysis through valence and arousal prediction. The research has focused on employing valence
and arousal markers to identify stress and predict mood. The stress levels for non-intrusive operator status
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monitoring will be easily deduced from speech and face information using the values anticipated by the
underlying unimodal and multimodal model solutions.

In the visual modality, a multimodal strategy employs sequential temporal CNN and LSTM with an
Attention Weighted Average layer [21]. They look at local and global descriptors including Mel-
frequency cepstral coefficients, i-vector embeddings, and Fisher-vector encodings as a second modality.
The multimodal-fusion technique employs a mechanism known as “late-fusion,” which entails combining
unimodal model outputs as decision engine inputs.

The idea of the mental state has become a need in the well-being arrangement of today. It is basically
because of its actuation by stress. The brain’s entrance frameworks are likewise initiated by pressure. The
physiological and actual reactions [22] of the body to pressure are frequently associated with the
activities of cell phones. Because of the expanding number of sensors and the utilization of versatile
stages to break down fluctuated pressure occurrences, we would now be able to consider differed pressure
occasions utilizing the accumulated data. Cell phones are additionally used to complete different
undertakings. One of these is pressure acknowledgment. This procedure can be utilized to examine
physiological information and actual information continuously.

Our literature survey was based on the existing human activity recognition and stress recognition using
different methods. Some dealt with sensor-based recognition [23] and some solely depended on the image-
based recognition which in the tin end can produce varied results. Human action acknowledgment is
frequently alluded to as HAR [24]. It intends to examine and decipher the different activities of people.
In any case, it is generally disregarded with regards to changes between genuine exercises. Concerning
this particular referred paper [25], the authors have proposed and implemented a technique for perceiving
human exercises in a nonstop sensor information stream is proposed. This strategy uses the sliding
window method to group the crude sensor information. Using group examination, we can recognize the
different sorts of human exercises and their advanced interiors periods. At that point, the sections
between nearby human exercises are dissected to decide whether they are momentary or aggravation
measures. The Random Forest classifier is utilized to characterize these sections.

Wearable sensors have been the subject of different endeavors to improve the presentation of human
action acknowledgment. The advancement of deep learning has incredibly improved the productivity of
this field. Despite the widespread adoption of these two techniques (CNN, and LSTM), their
implementation is still limited by the complexity of their implementations and the lack of invariance. The
case network that is CapsNet with the vector results and directing by acknowledgment is in a spot to get
the equivariance. Concerning the particular referred paper [26], the authors have proposed. A container
network called SensCapsNet was created to empower perceiving exercises from wearable sensors. Its
engineering depends on a dispersed multi-center neural network. The proposed CapsNet design is
assessed by adjusting the dynamic directing between the container layers. This strategy is utilized to think
about the presentation of SensCapsNet in contrast to the benchmark strategies [27]. This paper presents
an action acknowledgment strategy that uses the 19 non-Sense datasets to recognize exercises in various
settings. It is performed utilizing a sensor-based watch and e-Shoes. The proposed technique
accomplishes a high precision pace of 80% and is effectively open through a web application.

More often than not, the idea of action acknowledgment is the motivation behind why more often than
not, sensors are centered around perceiving predefined exercises. Exercises that are invalid or are out of
interest are frequently perceived utilizing numerous sensors [28]. These exercises can be named
imbalanced or invalid. The capacity to assemble and dissect information identified with human exercises
utilizing distinctive sensor-installed gadgets has made it extremely simple to do such. In this examination,
we present a one-dimensional convolution network-based procedure for perceiving human action
dependent on the assembled information.
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Because of the expanding ubiquity of cell phones with implanted sensors, the requirement for an overall
model for continuous acknowledgment of human exercises has gotten more pervasive. This paper presents a
deep learning-based methodology that can recognize arbitrary clients dependent on their accelerometer
information [29]. They have likewise proposed a strategy that can consequently arrange exercises
dependent on worldwide time arrangements. Concerning the paper [30] a wearable sensor that can
distinguish the presence of people inside a changing range of 90 degrees is proposed. The framework is
made conceivable using an ultra-sonic and PIR (Passive Infrared) sensor, which is both furnished with
underlying protection and well-disposed highlights. Its vigor and importance are gotten from the different
situations where human collaboration is recognized.

In this referred paper [31], the authors have first discussed the feature selection for the crowd and
extraction and offer a multiple frame detection of the feature point and KLT (Kanade-Lucas-Tomasi)
tracker-based tracking. They have stated that behavior modeling of the public crowd is coarser when
compared to that of particular individuals. Instead of making general crowd behavior models, they offer
to model events with the crowded for specified-user instances. Finally, the state of the art of scenarios
may be modeled differently from one instance to another and varied models are to be shown.

Therefore, fast modeling is needed and is enabled by the usage of an extended Scenario Recognition
Engine in their approach. Event models of the crowd are created; mainly, mixed events accommodating
evidence collection allow to increase sensing reliability. Tests are done on real observation video parts
which have crowd scenes. The algorithm for tracking crowds proves to be strong and offers a reliable
crowd-based motion vector. The detection of crowd events on real instances provides reliable outputs of a
few common crowd behaviors by simple committed models.

Human movement acknowledgment (HAR) is beginning to supplant the conventional strategies for
grouping and feature extraction. Because of its developing notoriety, numerous engineers are beginning to
investigate deep learning as a possible strategy for different issues like the acknowledgment of actual
situations and tricky signals. This paper presents a novel dispersed recommendation that tends to these
issues. This reference paper presents an outline of different order techniques that were utilized to
distinguish the errands that were performed by sound subjects utilizing their wearable sensors. A decent
data mining step is sifting through the missing and anomaly esteems. At that point, extracting or
potentially picking features are the means that are taken around there. For inertial information, the cycle
begins with the computation of time-space and frequency domain qualities.

The four directed grouping techniques [32] specifically, k—Nearest Neighbor, SVM (Support Vector
Machine), GMM (Gaussian Mixture Model), and HMM (Hidden Markov Model) are contrasted against
one another to assess their exhibition as far as arranging precision, review, F-metric, and explicitness. AR
(Activity Recognition) is considered [33] as a characterization issue, where the informatics are time
arrangement signals and the yield is a movement class name. In the classification stage, we first
concentrate highlights from inconspicuous raw data and afterward utilize the prepared expectation model
to anticipate a movement mark. Feature extraction for Activity Recognition is a significant undertaking,
which has been read for a long time. Statistical features like mean, standard deviation, entropy and
relationship coefficients, and so on are the most generally utilized hand-made highlights in AR. Wavelet
transform and Fourier transform [34] are other two generally utilized handcrafted features, while discrete
cosine transform (DCT) has likewise been applied with promising outcomes, just as auto-backward model
coefficients. As of late, time-delay embeddings have been applied for action acknowledgment. It
embraces nonlinear time arrangement investigation to extract features from time arrangement and shows a
critical enhancement for occasional exercise acknowledgment (cycling includes an intermittent, two-
dimensional leg development). Nonetheless, the highlights from time-delay inserting are less appropriate
for non-intermittent exercises.
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In this reference paper [35], they have proposed a feature extraction technique that depends on a
convolutional neural network, which separates nearby reliance and scale changing qualities of the speed
increase available arrangement. The CNN model’s [36] capacity to distinguish the characteristics that
make up a decent examination has appeared to be at the top tier. Further upgrades could be made to the
model to make it more powerful and precise. In our proposed system, we have referred to most of the
existing systems and there does not exist a system that includes both sensor-based and video-based based.
So, in our system, we have proposed to associate the sensor and video data to get a more refined
prediction of stress when compared to the other existing system.

3 Methodology
3.1 DEAP Dataset

This dataset [37] comprises multimodal measurements taken using off-the-shelf equipment during
16 sessions of around 10-minute-long partnered discussions on a social problem, including video
recordings, EEG, and external physiological reactions. It differs from earlier datasets in that it contains
emotional analyses from all three aspects: self, debating partner, and outside observers. While watching
the discussion clip, raters marked emotional displays every 5 s in terms of physiological and 18 other
category emotions.

3.2 The Organizational Structure of CNN

To analyze the visual patch that represented the video frames point and acquire the interest points
description of the image, we use a deep CNN structure. Figs. 3 and 4 show the construction of CNN,
which consists of six layers: three convolutional layers with a 4*4 kernel and three pooling layers with a
2*1 kernel. A pooling layer follows each convolution layer. The extracted features that are the input to
the succeeding layers are automatically generated by the convolutional layers using a set of kernels.
Rectified Linear Unit is an approximate algorithm that further cleanses the feature maps (ReLU). Pooling
preserves the important attributes in a kernel, deleting the weak elements and lowering the feature dimension.
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Figure 4: Feature extraction from video data
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The goal of Backpropagation is to prevent the CNN model as shown in Fig. 5 from moving steadily or
changing the distribution of values input to the active layer during model training, so that the contour of the
network disappears in the case of backpropagation, resulting in a slower data transfer during training. At the
same time, the over-fitting issue can be managed and the problem of the convolution network being
insensitive to the activation weight can be mitigated.
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Rectified Linear Unit (ReLu) is a bias vector that conducts nonlinear operations on feature data that has
been treated by batch normalization. The function’s expression is presented as follows:

H(x) = max(0, x) )

The ReLu function has unilateral suppression, making the CNN sparsely activated, allowing it to better
mine picture characteristics and fit training data, as well as having great expression ability. The Dropout
layer, which comes after ReLu’s sixth layer, tries to lessen the network’s over-fitting issue while also
minimizing the coupling between distinct parameters. The Dropout layer is only used once since this
convolutional neural network topology employs BN layers, which may help alleviate the overfitting issue.

3.3 The Loss Function

The model is trained using the Triplet loss function. Positive and negative pair patches are included in
the input data. From the various patches at each of the identical 3D locations, we create the positive pair
patch. The patch is chosen at random from another picture as the negative patch pair. During the training
phase, these three patches are combined into a group, which is then fed into the same network and given
three sets of features.

The loss is estimated by the following formula.

L=argm > (|« — |3 — |2 7 |5 + threshold)., 3)

where (x), = max(0, x)/, Il - ||z is the L, norm.

+
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To acquire the fusion features, we fuse these two types of features after feature extraction. Feature fusion
combines the features acquired from the vision-based and sensor-based approaches to create more
discriminative features. The recovered characteristics are sent into a Random Forest classifier, which
determines whether or not the person is stressed.

3.4 CNN for Feature Extraction

In image processing, the CNN model has seen a lot of success. The key feature of CNN is that it learns
the convolution in each convolution layer to get features. Multi-layer convolutional kernel operations,
dimension reduction, and other techniques are used to extract image information from the input picture.
The predicted information is obtained by communicating the layer information of the CNN model during
the model’s training. The loss between the observed and predicted values is relayed back by
backpropagation, and the fractional derivative of each layer’s parameter is transferred through the loss
function. The gradient descent technique is used to update the parameters of each layer. The network has
a significant capacity to describe the picture since it is constantly learning and changing parameters. We
used the deep convolutional neural network structure in this article. The extraction of picture feature
description is more precise thanks to the multi-layer convolution network. To improve the network’s
resilience, the network was trained using the triple loss function, and the parameters were updated using
the stochastic gradient descent approach.

3.5 Extreme Gradient Boosting (XGBoost)

Because of its capacity to cope with high-dimensional characteristics or unbalanced data, we utilize
XGBoost as our categorization model for predicting stress class. XGBoost is a gradient boosting
ensemble strategy that combines many predictors (e.g., decision trees) to create a stronger model. The
output of the model can be described in the form:

=3 S, fE€F, 0

where K is the total amount of variables and fj is a variable in the operational space F for the jth predictor. To
determine a target variable, Yi, we employ the training feature xi. A unique equation for XGBoost is
suggested in the training, which is tuned at each stage of gradient boosting:

L(8) =3, ¥ ¥+ 3 00h) )

where § is the training error term that quantifies the variance between the prediction I and the ground truth Yi
and is the model’s parameters. 0 is a regularized term that penalizes the model’s complexity to prevent
overfitting.

3.6 Feature Ranking Proposed by XGBoost

Because excellent features will be selected as nodes in the trees for XGBoost and feature size has
minimal impact on the system performance, we may extricate renumbering additional features to increase
accuracy during training. For future applications, however, a large number of characteristics may degrade
the efficiency and raise the computing cost of the system. We thus suggest various efficient feature
selection approaches in this part to reduce the number of calculations required by discovering the most
dominating characteristics as quickly as possible.

1) The Importance of a Specific Feature: First, since the decision tree is often employed as the predictor,
the relevance of each feature may be evaluated by counting the number of times a feature is used to
divide the data across all trees. This helps in the selection of the dominant features in stress detection.
With the use of a mechanism, we may progressively raise the feature size starting with the most
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important features and progressing until we get the same performance with all of the features.
However, comparable features may not only lose their significance as a result of this effect on
model performance, but they may also prevent our technique from selecting valuable features
with diverse contributions since they are too similar. We must first determine the connection
between all characteristics and identify dissimilar features as well as feat features of significance.
2) Correlation of Features: For machine learning, the correlation-based feature selection approach has
been extensively employed. We use Pearson’s linear correlation coefficient to decrease comparable
characteristics, which is a straightforward and effective method. The characteristics having a
correlation coefficient absolute value greater than 0.9 were grouped together and only submitted
to be chosen as representatives. Then, while maintaining model performance, we may pick
several key aspects and consider them to be the most prominent features in stress detection.

Algorithm 1: Dominant Features Selection
Input: Features extracted from Video and EEG Data of the DEAP dataset
QOutput: Feature Set M

. Features with arbitrary selection k

: Designate each residual feature to the feature set that is the closest to it.

: Compute the sum of all features’ dissimilarities to their closest feature’s dissimilarities
: Choose a non-dominant characteristic at random, using the Orandom function.

: If the set of features has been enhanced.

: Changing the roles of O and Oramdom

: Measure the cost of replacing the components.

0 1 N W b~ W N =

: Repeat steps 3—7 until there is no change.

Algorithm 2: Feature Fusion

Input: All pairs of features
Output: G’
1: Obtaining feature point sets (A1, A2) from a database (F1, F2)

2: Focusing on feature points to Capturing patch sets (B1, B2), where patch size is based on the feature
points.

3: The model is used to generate a 128-dimensional feature description set.
4: Using ORB Search, locate the feature points that match those represented by matrix G.

5: Using the BruteForceMatcher, remove any mismatch points from G.

3.7 Feature Fusion Analysis

Fig. 6 shows the dominant characteristics in terms of fusion modality feature selection, with the
features we suggest underlined in boldface. The harmonic component emphasizes entropy and difference,
whereas the periodic component emphasizes mean level and signal range. The findings show that the
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low-frequency magnitude and high-frequency complexity of the sensor signal contain the most essential
information in stress detection. Furthermore, one of these features shows a positive relationship with
stress, suggesting that stress may lead to an increase in aberrant signal activity. We employ a nine-
dimensional vector to express the dominant features across all data segments, in addition to discussing
feature information. t-SNE [37] projects these vectors into a two-dimensional space, allowing us to
differentiate the data distribution, as seen in Fig. 6. The visualization validates the prominent features’
capacity to distinguish between non-stress and stress affect states, with the non-stress class including
baseline and amused affect states.

* NonStress
o Stress

Figure 6: Visualization of dominant features

3.8 Mathematical Model for Feature Fusion
A Feature set A is a tuple of arbitrary tuples, elements of which belong to predefined sets:

A= @] 1T, =1 HANA)] ] ©)

here {A} is a tuple of sets s a tuple of elements tuples (@), corresponding to the tuple of sets (d} € M;).

Feature comparison can be applied to two tuples a' aa?, where a' = (a!)!' | and if a} € M na? € M.

The relation Is Majority-Vote Equal between two tuples and a2 n be defined as follows.

I ROT it n <m
ny, if ny >ny,

(M

and let such as and then Vp € N,, Vg € N,, Relations between aggregates consist of relations between sets of
aggregates and relations between tuples of aggregates.

Relations between sets of aggregates are

Av=[ My, My, oo, Myl(ab )iy, o, (@l i) ] ®)
Ay =[ [My, Mo, .., Myl(@2 )] ©)
Ay=[ My, M3, o M@ ()] ] (10)
Ao=[ M}, o Myl o ()] (11)
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5 5
ny ny

As = [ My, Mr|(a}); ), <al~5;2>i2:1] ] (12)

N @) ] (13)

=1 =1

Ao = [ [MZ, M1|<a6

i

Thus, the compatibility of the aggregates in (11) is as follows: A} = A4j; 41 = A43; A = As;
Ay = As; A = Ag; Ay (=)4s.

Then relations between sets of these aggregates are: {4} = {4x2}; {41} D {4s}; {4s} C {4.}.

The rest of the aggregates do not have these relations between their sets. It can be indicated by using
negation: {41} # {4s}; {44} D {4s}; {45} & {46}

From Tab. 1, it is evident that the performance of our method is better when compared with other state-
of-the-art methods.

Table 1: Performance comparison of our approach to other techniques

Reference Modality Accuracy
[18] ECG, RESP 73.30%
[19] Video, HRV  96.09%
[20] Audio,Video  72.60%

Our approach ~ Video,EEG 96.96%

4 Results

Tab. 2 shows six distinct models that were applied to video and EEG data from the DEAP dataset, along
with their accuracy, precision, recall, and f1 score. The fl-score is a harmonic mean of accuracy and recall,
providing a reliable performance assessment score.

Table 2: Stress classification performance

Precision Recall Accuracy F1-Score
Decision tree 83.96% 81.63% 86.82% 85.28%
Random forest 85.32% 84.44% 86.42% 82.31%
AdaBoost 81.95% 84.24% 87.75% 82.04%
Linear discriminant analysis 84.43% 84.41% 84.20% 84.31%
K-Nearest neighborhood 83.39% 85.53% 86.45% 83.37%
XGBoost 85.56% 86.23% 96.96% 86.21%

When K=1, the XGBoost classifier behaves like a linear classifier and assumes data is linearly
separable, as shown in Tab. 3. As a result, the suggested model’s fl score is close to 86 percent for
binary classification tasks. It can be shown that when the F1 score rises, the model complexity rises as
well, however, this does not help to overfit, since, at K= 1, test performance drops.
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Table 3: Highest average classification accuracies with standard deviations for different techniques using
multi-modality data

Video Data EEG Data Video + EEG
DT 79.6£2.3 84.5+49 86.8+7.7
RF 77.1+£1.7 85.4+3.6 86.2+3.1
AdaBoost 76.1+1.8 842+ 43 87.6+5.7
LDA 81.7+5.1 83.5+2.7 83.9+59
KNN 79.5+3.8 84.6+4.8 86.3+2.1
XGBoost 83.9+2.7 86.8+5.5 94.8+7.6

4.1 Confusion Matrix

In the matrix as shown in Tab. 4, we can see the true values common to the prediction class and true class
and we have the stressed state which has a high value of more precise prediction by the model. This method
can be really useful when it comes to dealing with classification problems. For one of the important and
commonly used metrics in classification for the model using confusion matrix, we have accuracy. The
following formula is used for the accuracy calculation:

Accuracy = (TN + TP)/(TN + FP + FN + TP)

Table 4: Confusion matrix of the adaboost classifier

Predicted class

Stressed Unstressed
True class Stressed 729 11
Unstressed 13 652

Here, TN, TP, FP, and, FN represent true negative, true positive, false positive, and false negative
respectively which can be obtained using the confusion matrix.

Figs. 7 and 8 illustrate the model’s execution time and accuracy on video and EEG data from the DEAP
multimodal dataset, as well as just video data from the DEAP dataset of each subject and only EEG data from
the DEAP dataset of each subject. It was discovered that video data alone predicted stress state better than
EEG data, with 89.77 and 88.57 accuracies, respectively, but both performed poorly when compared to the
DEAP multimodal dataset’s entire video and EEG data, which had 96.37 accuracies. From Fig. 9, it is evident
that the XGBoost classifier has the highest classification accuracy compared to other methods.

As can be seen from the figures, the accuracy for all three situations has reached 96 percent. This may
minimize decision latency for important medical services and offer precise identification of an individual’s
present mental health status in real-time healthcare. The model may be trained using raw data to reduce the
risk of a little decline in accuracy, and XGBoost clustering can be used to summarise the continuous
incoming data while evaluating the health condition in real-time to avoid decision delays.
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Figure 8: Results of average execution time for EEG and video data, utilizing individual and combined EEG
and video data

Furthermore, although the model is currently trained on just 2 h of physiological data, more data over a
longer period might be collected to increase accuracy. Furthermore, because real-time smart healthcare
services necessitate high precision and inefficiency can result in a loss of life, each feature can be
explicitly trained with computationally less expensive and well-learned models to improve the
effectiveness/accuracy of real-time health analysis prediction.
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Figure 9: Comparison of accuracy for the different classification methods of decision tree, random forest,
adaboost, linear discriminant analysi and k-nearest neighborhood

5 Conclusion

The DEAP dataset was used to train a CNN model utilizing a multimodal psychological-based mental
health dataset. For the goal of stress recognition, we created a deep neural network. This work was divided
into two parts: feature extraction and temporal feature fusion exploitation. We experimented with a basic
design on DEAP, the biggest contemporary multimodal database. A combination of visual and EEG
characteristics, on the other hand, may boost performance. The suggested categorization model is an
excellent place to start when it comes to detecting stress and emotion in real-time. This area of work
might be expanded in the future to include a resource-constrained device that does not need calibration.
User Independence is not only useful for detecting human stress and mood; it can also be used for
Authentication processes, Sentimental Analysis, and other tasks.
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