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Abstract: Detection of cracks at the early stage is considered as very constructive
since precautionary steps need to be taken to avoid the damage to the civil struc-
tures. Moreover, identifying and classifying the severity level of cracks is inevi-
table in order to find the stability of buildings. Hence, this paper proposes an
efficient strategy to classify the cracks into fine, medium, and thick using a novel
bilayer crack detection algorithm. The bilayer crack detection algorithm helps in
extracting the requisite features from the crack for efficient classification. The pro-
posed algorithm works well in the dark background and connects the discontinued
cracks too. The first layer is used to detect cracks under texture variations and
manufacturing defects, through segmented adaptive thresholding and morphologi-
cal operations. The residual noise present in the output of the first layer is
removed in the second layer of crack detection. The second layer includes the
double scan and the noise reduction algorithms and is used to join the missed
crack parts. As a result, a segmented crack is formed. Further classification is
done using an ensemble classifier with bagging, and decision tree techniques
by extracting the geometrical features and the weaker crack criterion from the seg-
mented part. The results of the proposed technique are compared with the existing
techniques for different datasets and have obtained a rise in True Positive Rate
(TPR), accuracy and precision value. The proposed technique is also implemented
in Raspberry Pi for further real-time evaluation.

Keywords: Crack detection; image processing; adaptive thresholding; emeasure;
accuracy; classifier

1 Introduction

A crack is a complete or partial separation of the concrete into two or more parts produced by breaking or
fracturing. The cracks disturb the appearance and elegance of structure which also affect the structure’s safety
and even decrease the durability of the structure [1]. The various reasons for development of cracks are
elastic deformation, thermal movement, chemical reaction and shrinkage etc. [2]. Even for visible cracks,
its width determination is much difficult, which in turn determines its severity. According to the European
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Union Code EN 1992-1-1:2004 (E) and the American Concrete Institute ACI 224R-01-Control of cracking
in civil structures, the maximum acceptable crack width is 0.4 mm. A crack with a width of more than
0.4 mm should be addressed as soon as possible.

Inspecting the damages of ancient buildings and bridges are mostly impossible for the human beings,
because of its elevation and age of those structures. It is crucial to monitor them to prevent them from
damages with minimal or without human employment [3]. Some of the non-destructive testing methods
of crack detection are manual inspection methods, electromagnetic methods and image processing
techniques [4]. The problems of manual inspection methods are their dependency of detection accuracy
on specialist’s knowledge, lack of experience and objectivity in the quantitative analysis, crack
misidentification, slow detection and data management inefficiency [5]. These drawbacks could be
eliminated by automating all manual practices. Also classifying the severity level of cracks is essential for
in-depth analysis and prediction.

Recently, several image-based crack detection techniques have been developed. High pass filter’s
threshold [6] derived from histogram peak and particle filter [7] with fixed threshold has been introduced
to detect defects. The value of threshold has to be fixed manually which is not same for all types of
images. Hence, it is necessary to develop an algorithm with adaptive threshold value.

Dijikstra and graphical search method [5], linear percolation method with morphological operations and
distance transform [8], shape descriptor-based crack detection algorithm [9], adaptive nonlinear grayscale
transformation with OTSU thresholding [10], enhanced binarization and shape analysis technique [11],
segmentation using fuzzy C means clustering [12] , crack width transform technique [13] using width
map and propagation of crack path, Graphical User Interference (GUI) [14] to calculate length and width
of cracks using Matlab, Digital Image Correlation (DIC) [15], are used to detect finer cracks and reliable
crack locations. GRS (Geodesic Shadow Removal) algorithm and Gaussian filter [16] are used to detect
cracks and anomalies present in civil structures. But, these algorithms failed to connect crack segments
when the pixels between them are missing.

Segmentation algorithm based on weighted neighborhood pixels with Gaussian cumulative density
function as adaptive threshold [17], crack detection algorithm using the parabolic property on the first
derivative of pixel values with SVM (Single Vector Machine) [18] and wavelet transform with Finite
Element model [19] are used for identification of defects. The efficiency of these crack detection
techniques depend on the quality of the input image and the lighting conditions and the complex
backgrounds. Chun et al. [20] developed a crack detection technique calculate 37 features for Gaussian
filters and 21 features for median filters and 15 features for Canny filters. Due to the calculation of so
many features, the computation time is high.

The various types of feature extraction approaches are summarized here. Bu et al. [21] proposed a two-
stage technique with wavelet features, which are used as input to the SVM classifier and gained 92% average
accuracy. Li et al. [22], used crack boundary as input to the Naive Bayes Fusion algorithm and achieved a
reduction in error rate compared with other techniques. But these methodologies failed to locate the fracture
width, which is necessary for determining the state and stability of civil structures. Hence, it is essential to
devise a strategy with which the crack details could be extracted and classified using minimum features
which can lead to achieve a better accuracy. The proposed technique should be capable of combating all
these issues and act as an indicator to show the end-user the seriousness of cracks available in civil
structures which are difficult to access by human beings.

Hence, the proposed work has an efficient bilayer crack detection algorithm to identify crack features
followed by an ensemble bagged tree classifier. In the existing techniques, only one layer of crack
detection technique is used to detect the cracks [6,7]. In single layer crack detection, even though the
crack is detected, more residual noises are present in the output and some actual cracks are also removed.
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If features are extracted from single layer crack detection, it will increase the possibility of misclassification
in the classifier output and reduce the accuracy. Moreover, from the literature survey discussed so far,
thresholding, connecting disjoint crack segments and maintaining accuracy under different working
conditions are the main drawbacks of existing crack detection techniques. The proposed algorithm utilizes
a threshold value which is adaptively varied based on pixel values independent of the image size. It
devises a new labeling and noise reduction algorithm for combining the isolated crack segments using
geometrical properties of crack segments. It also overcomes the barriers for achieving a higher accuracy.
In order to maintain the safety of building, the cracks are classified into three classes based on their
widths: fine crack (width less than 1 mm), medium crack (width between 1 mm to 4 mm), and severe
crack (more than 4 mm).

The rest of the paper is organized as follows. Proposed System is elaborated in Section 2. Section
3 describes the performance evaluation. Section 4 explains about Raspberry Pi implementation for real
time execution. Section 5 concludes the paper.

2 Crack Severity Level Classifier with Bilayer Crack Detection

The block diagram of the proposed crack severity classifier with bi-layer crack detection technique is
shown in Fig. 1. The input images are then preprocessed and the useful information is extracted using a
bilayer crack detection technique. The obtained data is posted on the cloud and further analysis is carried
out on the cloud and the cracks are classified based on their width. End users are intimated about the
severity level through a mail and a SMS for carrying out the preventive measures.

Raspberry Pi
Image . Feature Extraction
. Bilayer Crack
s N . .
Acquisition Preprocessing detection Technique and Classification
RESTful RESTful
API API

Figure 1: Block diagram of the proposed crack severity level classifier with bilayer crack detection

The input image is preprocessed to magnify the crack details by suitably modifying the second order
derivative Laplacian filter. The segmentation and post processing are then done in two levels to improve
the efficiency of crack detection. The first level acts as a basic crack detection layer which consists of
segmented adaptive thresholding as segmentation technique and morphological operations as post
processing. The preprocessed image is applied to segmented adaptive thresholding which is an adaptive
thresholding technique that alters the pixel values based on the intensity values and distinct the crack.
The binary output image which contains the cracks is improved by morphological operations. Though
cracks are detected, some noises are also increased at this stage.

In order to remove the additional noises and select the strong features needed to classify the cracks
correctly, the second level of crack detection technique is used. The second level is the enhanced crack
detection layer that has a novel double scan labeling algorithm, and a noise reduction algorithm based on
the common properties of cracks. It generates a uniquely labeled image using a double scan labeling
algorithm. The labeled image has cracks and noise segments. The noise segments are eliminated by using
the noise reduction algorithm based on the geometrical properties of the segments. The segments with
separate labels are used to calculate the area, eccentricity and aspect ratio of each segment individually. A
weaker crack criterion (WCC) is used to combine the disjoined cracks. The WCC of detected cracks is
selected as one of the features which improve the separation between classes and also increases accuracy.
By extracting geometrical features of the identified cracks, ensemble classifiers are used to classify the
cracks based on their width into fine, medium and severe cracks which enable us to instruct the user
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about the seriousness of the crack. The real-time implementation of the proposed technique is done on the
Raspberry Pi with the cloud and Application Programming Interface (API). The workflow of the proposed
crack severity level classifier is shown in Fig. 2.
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Figure 2: Workflow of the proposed crack severity level classifier with bilayer crack detection

2.1 Preprocessing Method

The input image acquired from the Pi camera could be disturbed by the light available in the image
acquisition area. The distractions in this acquisition can affect the crack detection process. Such issues are
reduced by preprocessing [23].

2.1.1 Grayscale Conversion
The input colour image is converted into grayscale to reduce the storage memory space and complexity
of the process.

2.1.2 LaBoost Filter

It is important to differentiate cracks from the background with uneven illumination conditions and other
defects for detecting the cracks accurately [24]. In this work, the enhancement of crack features is achieved
by LaBoost filter. It aims to blur the noise and improve the crack features using the Laboost filter. The
LaBoost filter output is attained by combining upgraded Laplacian filtered output (Ijapiacian) With the low
pass filtered output (Iiowpass) as per Eq. (1).

LaBoost = A X Ilaplacian =+ Ilowpass (M

The low pass filter is used to smooth the noise details. The upgraded Laplacian filter is a second order
derivative filter used to highlight the crack edges. The dissimilarity between crack and background is
increased further by adding a scalar to its centre value of kernel. The kernel for upgraded Laplacian filter
is given by Eq. (2). Where A is a constant.

0 -1 0
—1 A+4 -1 @)
0 -1 0

The crack detection capability of LaBoost filter compared with other edge detection filters is shown in
Fig. 3. The Robert filter extracts the clear cracks with low intensity while Sobel and Prewitt filters fail to do it.
Sobel and Prewitt filters identify the crack but amplifies the noise too. It is also evident that Laboost filter
separates the crack with increased intensity and rejects the noises.
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Figure 3: Filtered outputs (using Robert, Sobel, Prewitt and LaBoost filters)

2.2 Basic Crack Detection Layer

The basic crack detection layer uses adaptive thresholding as the segmentation procedure and
morphological operation as post processing.

2.2.1 Segmented Adaptive Thresholding

Thresholding is used to separate and interpret the crack [25]. Commonly used thresholding techniques
like global and local thresholding are suitable only for noise free and low noise images respectively [26].
Many existing crack detection methods [27-29] provide better results only for a specific value of
threshold. This drawback is eliminated by the proposed segmented adaptive thresholding, in which the
threshold value is robust and dynamic. The threshold value is derived from adaptively varying values
based on pixel intensities. The algorithm for segmented adaptive thresholding is as follows.

1. Divide the image into m regions of size n X n.
2. Calculate the adaptive threshold value for each region.
. n  Imaxi + Imini
Tj= Zi:l 3
3. Each sub block is binarized

+ 1 wherej=1,2,3...m 3)

. .| 1, if pixelvalue >T;
Binlmgj = {O, if pixelvalue <T; )

4. The entire binary image is obtained as

Binaryimage = U Binlmgj &)

The image is split into sub blocks of size 8 x 8, and an adaptive threshold for each subblock is calculated
by Eq. (3). The image is binarized by comparing the pixel value against the threshold Tj as shown in Eq. (4).
The entire binary image is acquired by Eq. (5). Due to the subblock based binarization the noise effects are
reduced and the crack edges are improved. This is achieved by removing the noises below the threshold value
and maintaining the crack above the threshold values.

2.2.2 Morphological Operations

Post processing operations remove islands and small objects so that only substantive objects remain. It
can be achieved by morphological operation which is the simple and efficient method used for enhancing an
image [30]. Out of several morphological operations available, erosion and thinning operations are utilized in
this work, as represented by Eqs. (6) and (7) respectively.

AOB = {z € E/B.C A} (6)
Thin(1, J) = I — hit_and _miss(I, J) @)
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After applying thinning over erosion output, the crack information is retained along with noise details.
Due to the noise present in the thinned image the defects are not detected exactly and the accuracy is also
reduced.

2.3 Enhanced Crack Detection Layer

In the basic crack detection layer output, the noise also becomes significant along with the crack
information. So, the possibility for detecting the magnified noise as a crack is increased. Some
disconnected cracks appear as noise, and it decreases the probability of detecting exact cracks. These
drawbacks of the basic crack detection layer are eliminated by using enhanced crack detection layer. It
consists of a double scan algorithm to label the output image of the basic crack detection layer [31]
followed by a noise reduction algorithm to remove noises from the labeled image.

2.3.1 Double Scan Algorithm

The image from the basic crack detection layer includes stronger cracks, enhanced noises and weaker
cracks. The enhanced noises are removed by analyzing the characteristics of noise and crack. This can be
done initially by segmenting the image by using a double scan algorithm. The double scan algorithm
labels the images by scanning it two times in the forward direction

During the first scan, the kernel is applied to scan the image. For a foreground pixel, if it has no
neighbors, a new provisional label is assigned. If the foreground pixel is already connected to some other
foreground pixel, assign the same provisional label of the neighbor. All the provisional labels are
recorded for processing in the second scan. The kernel used for the double scan algorithm with the
current pixel F(x, y), along with the input, first and second scan values are shown in Fig. 4.
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Figure 4: Double scan algorithm

For example, let r(u) and r(v) be the different provisional labels in the same connected component. If
r(u) < r(v), then the equivalent label will be r(u). The connected component with equivalent label r(u)is S
[r(u)] obtained by the union of connected components with r(u) and connected components with r(v). If
r(v) < r(u), then the equivalent label will be r(v). The connected component S[r(v)]with equivalent label 1(v)
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is obtained by the union of connected components with r(u) and connected component r(v). In Fig. 4 during the
first scan, components 1 and 2 are denoted with different provisional labels. Since 1 <2, both components are
relabeled as 1 in second scan. Similarly 4 <6, the components 4 and 6 are relabeled as 6. The flowchart of
double scan algorithm during the first scan is shown in Fig. 5 and the second scan is shown in Fig. 6.

Start Scan
F(x,y) be the current pixel

Fxyy)isa
foreground
pixel ?

Is it connected
with any fore-
ground pixel ?

Assign the label of
processed component r(u)

Assign the pixel to a new
label of connected
component 1(v)

A

Repeat the step until the
complete image is scanned

Figure 5: Flowchart for first scan process

The double scan algorithm labels the image based on their connectivity. The labeled connected
component is called a segment. The segments may have different size, area and orientation but the pixels
in a segment are connected. In the segmented image the calculation of geometrical properties will be
more accurate than normal image. These characteristics are used in noise reduction algorithms to remove
noise segments and retain only the crack segments.

2.3.2 Noise Reduction Algorithm

The post processing of the enhanced crack detection layer is achieved by noise reduction algorithm. It is
used to eliminate the remaining noise in the labeled image and join the disconnected crack segments. The
parameters area, eccentricity and WCC are selected based on the characteristics of cracks. If the crack is
longer and thinner than the noise then the area of crack will be larger than the area of noise [6,9,10]. The
procedure to calculate the thresholding parameters is described below

Let D; be the jth segment consists of n; pixels with co-ordinate (xj;, yij), area (A;), eccentricity (E;) and
weaker crack criterion (WCC ;) for a ‘m’ no. of segments.



1190 CSSE, 2023, vol.46, no.1

Start the scan
Yes
No change
No
No
S[r(w)]=S[x(w)] U S[x(v)]
Yes

S[r(w]=S[rw)] U S[r(v)]

l

Repeat the above steps till the
whole image is scanned

Figure 6: Flowchart for second scan process

Area:

The area of each segment is calculated as the number of pixels in that segment. The segment is spotted as
crack if it satisfies the Eq. (8)

_ Di ) lf‘ Ai > At
Cd(x’j’ y’j) - {O, Otherwise ®)
where A-Threshold value for area. An area criterion is used to remove additional noises in the image.
Eccentricity:

Eccentricity is used to define the thin and long nature of crack. It is defined as the ratio of major axis
length to the minor axis length. Eccentricity is otherwise called aspect ratio.

Detected segment is identified as crack if the segment satisfies the Eq. (9)

o Di7 lfvEl Z Et
Cd (xya J/y) - {0, Otherwise ”

where E-Threshold value for eccentricity. An eccentricity criterion is used to distinguish cracks from noises.
Weaker Crack criterion:
The WCC is calculated as per the following the Eqgs. (10) and (11).

Weaker Crack Criteria = Area x Aspect Ratio (10)
Aspect Ratio = (majoraxislength) / (minoraxislength) (11)
The segment is established as crack if it satisfies Eq. (12).

| Di, if WCC; > WCC,
Cd(xy, J/y) - { 0, Otherwise "
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where WCC,-Threshold value for WCC. The WCC is used to increase the probability of detecting weaker
cracks by multiplying area with its aspect ratio. The weaker crack segment has high WCC value even if
the crack has less area due to its high aspect ratio.

The WCC, area and eccentricity are calculated for each segment. The segments are arranged in
descending order based on area. The stronger segments will have area larger than the threshold. So, the
stronger segments will be selected as crack. This implies the stronger cracks are extracted using Area criteria.

Along with noises, thin cracks with smaller areas are also rejected by area criteria. The extraction of
these cracks can be achieved by combining all three thresholding strategies. The eccentricity value of the
slim and lengthy segment is equal to 1 in ideal case. So, the eccentricity threshold is chosen as 0.95. The
segment with eccentricity value greater than threshold is detected as crack.

The WCC value is calculated to find the crack with less area and to select the disjoined cracks. The
aspect ratio of the crack segment is greater than the noise segment because of its elongation in nature.
The crack with less area will have more WCC. So, the segment with WCC above the threshold will be
detected as crack. The flowchart for the noise reduction algorithm is shown in Fig. 7.

‘D;’Set of Segments
‘'=1,2...m

!

Weaker Crack Ar ] ot Cts (5
Criteria (WCC)) ) ceentricity (E;)

Order it based on Area
(Descending)

Crack-D; with area A;

Crack — Set of D;

Noise- remaining set of D;

Figure 7: Flowchart for noise reduction algorithm

The image created by the double scan labeling algorithm is labeled based on connectivity. So, the
disjoined cracks will have adjacent labeling because of neighboring pixel positions. These adjacent
weaker cracks are easily identified by Segmented Adaptive Thresholding technique. The crack is detected
by using three thresholds as given by Eq. (13)
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\_ | Di, if (Ei > E;)and (4; > 4;) and (WCC; > WCC,)
Cd(x”’ y”) o { 0, Otherwise (13)

The WCC is used to find the weaker crack which has a high eccentricity value. The threshold value of
WCC is selected in such a way that it will filter the weaker, disjoined crack and reject the noise. Each image
has segments with different WCC values. Only very few segments have high WCC values and many of them
have less WCC values. To separate crack segments from noise a threshold value suitable for all images has
been arrived at from the graph shown in Fig. 8 which plots the WCC values of different segments of sample
images in the dataset. The WCC values of all segments fall into a very low value below a particular value.
This implies that below threshold, the eccentricity and area of segments will be very less. This denotes that
only noises are present below threshold and all noises are eliminated by choosing the threshold value for
WCC as 500.

WCCt =500

( OO \ ]_ ____________________

Segmend

Figure 8: Selection of threshold for WCC

2.4 Classifier

The classifier is used to classify the crack images into three categories: thin, medium, and severe cracks,
depending on the width of the crack.

Feature extraction is a process in which important features are identified from images to create feature
vectors. Using these feature vectors, the classifiers can fit the crack image to different target classes. The
geometrical features extracted from detected cracks are area, eccentricity, perimeter, and orientation of the
extracted cracks. While using these features for classification, the accuracy is not up to the level. To
improve the accuracy, WCC is also added as one of the features. Since WCC gives distinct feature values
based on crack width, it increases the accuracy.

The feature vectors are applied to the ensemble classifier. An ensemble of classifier is a set of classifiers
where multiple weak learners are integrated together to form a strong learner that uses either bagging or
boosting techniques. Bagging is a bootstrap ensemble technique that generates weak learners from its
ensemble by training each learner on a random selection of the dataset and aggregates their outputs. The
ensemble bagging classifiers are robust, with less variance and parallel processing of weak learners. It
also uses the decision tree technique called a random forest, which randomly selects the features instead
of a dataset to build a tree and train it. It easily trains the data with high dimensionality. Even though
missing values are present, it will not affect the accuracy. So, the ensemble classifier uses bagging and
decision tree techniques to classify the cracks effectively.
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3 Performance Evaluation
3.1 Dataset

The dataset used in this technique is formed by collecting the complex images from the ELCI (Edge
based labeled crack image) dataset [32], SDNET 2018 dataset [33], Mandley dataset [34]. This dataset
consists of 1350 images under different illumination conditions with various textures, strains, and cracks
which are used for classification. This data set has various crack images under dark, coarse, and fine
background. This dataset is also used to validate the proposed algorithm by calculating the accuracy,
precision, sensitivity, and Emeasure.

3.2 Performance Metrics

The precision, sensitivity, accuracy and Emeasure are used to achieve more quantitative results than
subjective results of proposed technique.

The precision, true positive rate, F score and accuracy are measured by using the expressions given in
Egs. (14)—(17).

Precision = TP /(TP + FP) (14)
TPR = TP/(TP + FN) (15)
Fscore = 2 «x (Precision * TPR)/(Precision + TPR) (16)
Accuracy = TP+ TN /(TP + FP + FN + TN) (17)

3.3 Emeasure

The above metrics consider only the pixel level properties. But, Emeasure (Qp,) [35] joins the local pixel
values with the image level mean value. It is used to measure the similarity between ground truth and crack
detected images. It is defined by the Eq. (18),

w h
Ofn = 7 Zl Zl Gn(x,) (18)
x=1y=

where w and h are the width and height of the map respectively.

The output of the proposed crack detection algorithm for single and multiple cracks at various levels are
shown in Fig. 9. The precision and TPR values of the proposed technique is calculated and compared with the
CWT transform for all images in the ELCI dataset and the sample data is tabulated in Table 1.

From Table 1, it is observed that the average precision and TPR values of the proposed technique is
improved over the CWT technique by 22.4% and 16.7% respectively. The crack width transform along
with aspect ratio filtering [13] is used to extract the crack. The thresholding value depends on contrast
values of foreground and background. The contrast values are affected by uneven illumination conditions
and low contrast. In the proposed method, the threshold value of noise reduction algorithm does not
depend on contrast values and rely on geometrical properties of crack segments. Hence, the average TPR
and precision values are improved by 16.7% and 22.4% respectively.

The proposed crack detection algorithm is compared with the existing crack detection techniques such as
Otsu thresholding and canny edge reduction in Fig. 10. The precision, true positive rate and accuracy values
are tabulated in Table 2. It shows the correctness of proposed technique under strain, texture variations,
shadow and uneven illumination conditions. It works well with detection of cracks in rock and stone
structures also. The accuracy and E-measure value of proposed crack detection technique for different
datasets are tabulated in Table 3.



1194 CSSE, 2023, vol.46, no.1
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Figure 9: Sample output at various stages for single and multiple crack images

Table 1: Sample precision and TPR values of proposed technique and CWT transform

Input image CWT transform [13] Proposed Improvement over [13]

Precision True positive rate Precision True positive rate Precision True positive rate

A 0.57 0.93 0.92 1.00 0.35 0.07
B 0.65 0.8 0.92 0.99 0.27 0.19
C 0.61 0.55 0.86 0.92 0.25 0.37
D 0.1 0.92 0.83 0.96 0.73 0.04
E 0.31 0.62 0.83 0.99 0.52 0.37

o

Input image  Otsu thresholding Canny detection Proposed detection

Figure 10: Comparison of the proposed detection technique with existing techniques

3.4 Ablation Study for Classifier

The detected cracks are classified based on the severity of the crack. For better classification, the area,
eccentricity, orientation, and perimeter of the crack are selected as features by the classifier. The decision tree
classifier, Navies Bayes classifier, SVM classifier, ensemble classifier and neural network classifier are used
for classifying these cracks.



CSSE, 2023, vol.46, no.1 1195

Table 2: Evaluation metrics of different techniques for ELCI dataset

Name of technique Precision  True positive rate ~ Accuracy
Otsu thresholding 0.42 0.52 0.82
Canny edge detection  0.56 0.70 0.90
Proposed technique 0.59 0.76 0.99

Table 3: Evaluation metrics of the proposed technique for various datasets

Input dataset Precision True positive rate Accuracy Emeasure
ELCI dataset (18 images) 0.59 0.76 0.99 0.99
SDNET 2018 (100 images) 0.58 0.74 0.95 0.96
Mandeley dataset (100 images) 0.49 0.60 0.90 0.92

The classification algorithm used here is performed by using the MatlabR2021a software. The decision
tree classifier provides a model which is unstable even for a small change in the input data. The NB classifier
works on the assumption that all the predictors are not dependent. So, it is difficult to fit it for the real-time
applications [36,37]. The issues of the SVM classifier are its difficulty in choosing a correct kernel function,
requirement of long training time, and large memory storage. The problems with neural networks are that
they require more training time and the convergence of neural networks is not confirmed [38]. Out of the
six classifiers used, only the ensemble classifier, which uses both bagging and decision tree techniques,
provides an overall accuracy of 98.6%.

An ensemble classifier combined with different ensemble techniques like bagging, adaboosting and
rusboosting are studied in order to find out the best accuracy technique for decision tree learner with a
learning rate of 0.1, using Bayes optimization function. The accuracy of the ensemble classifier for
different ensemble techniques is calculated in Table 4. The performance of the classifier is evaluated by
calculating its precision, true positive rate, F score and accuracy as shown in the classification report
(Table 5). The training and validation accuracy curve, the training and validation loss curve and the
confusion matrix for the ensemble bagged decision tree classifier is shown in Figs. 11-13 respectively.

Table 4: Ablation study of ensemble bagged decision tree classifier

Ensemble classifier and learner: Decision tree accuracy

Ensemble technique wise Featurewise
Bagging technique Ada boosting technique Rusboosting With wee Without wce
98.6 91.4 90.6 91.8 98.6

From the table, ensemble classifier works better for the bagged tree technique with decision tree learner.

In order to improve the accuracy further, the WCC is also added as a feature, which increases the
individual accuracy and overall accuracy. The overall classification accuracy with ensemble classifier
increases from 91.8% to 98.6%
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Table 5: Classification report for ensemble bagged decision tree classifier
Classifier Fine crack Medium crack Severe crack
TPR Precision F Accuracy TPR Precision F Accuracy TPR Precision F Accuracy
score score score
Decision  0.00 0.00 0 0.61 0.16 0.29 0.56 0.30 0.80 0.34 0.68 0.32
tree (fine
tree)
Naives 091 0.78 1 0.89 0.95 0.92 1 0.96 1.00 0.96 1 0.99
bayes
(gaussian)
SVM 1.00 0.49 0.9 0.75 0.00 0.00 0 0.66 0.00 0.00 0 0.79
(cubic)
Ensemble 1.00 1.00 1 1.00 0.96 1.00 1 0.99 1.00 0.96 1 0.99
(bagged
trees)
NN 0.00 0.00 0.0 0.00 0.94 0.33 0 0.60 0.00 0.00 0 0.00
(medium)
NN 0.00 0.00 0.0 0.00 0.94 0.33 0 0.60 0.00 0.00 0 0.00
(bilayered)
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Figure 13: Confusion matrix

To further validate the results the proposed technique is compared with other state of the art techniques
too as shown in Table 6. The features area, eccentricity, orientation, and perimeter extracted from M2GLD
Technique [39] are applied to the Ensemble (Bagged Trees) Classifier to find out its classifier efficiency.

Table 6: Comparison of proposed technique with existing technique for ensemble bagged tree classifier

Ensemble (Bagged TPR Precision Accuracy Overall
Trees) Classifier accuracy

Fine Medium Severe Fine Medium Severe Fine Medium Severe

M2GLD technique 48.0 87.5 56.0 0.6 0.7 0.6 0.7 0.8 0.7 63.5
[39]
Proposed technique 1.00 1.00 1.00 096 1.00 0.99 1.00 0.96 0.99 98.6

From Table 6, it is found that the M2GLD technique performs well for the medium crack class and fails
to classify fine crack class and severe crack classes due to the detection of a crack depending only on the
orientation of crack. The improvement in accuracy with and without WCC for different classifier is
depicted in Fig. 14.

Improvementin accuracy
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Navies Boyes (Goussan)

Decoion Tree (Fine Tree)
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Figure 14: Accuracy with WCC and without WCC
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4 Enabling Real-Time Implementation

In a real-time scenario the places to be monitored will be vast in area and inaccessible for frequent
monitoring. Such regions can be monitored by remote networks. Hence this section involves the
Raspberry Pi implementation of the proposed algorithm which enables network formation and continuous
monitoring. The proposed technique is implemented using Python and Octave. So, it is easy to execute
the coding on the ARM architecture of the Raspberry Pi(specification: power-2.5A,Processor-Quad core
64 bit SOC, memory-1GB LPD DR2 SDRAM, Clock-1.4 GHz, Connectivity-IEEE 802.11 b/g/n/ac
wireless LAN). The system also has high-definition digital camera (specifications: USB camera with
1080 p 30 fps) which allows us to capture the images of the selected building. To power up Raspberry pi
a power bank (specification: 10000 mAH Li-Polymer power bank with 18W fast charging) is also used.

The images captured using the digital camera is processed by the Raspberry Pi, which makes use of a
bilayer crack detection algorithm. This algorithm does the extraction of crack images from the camera
module, which is then sent to the end user with the application of the cloud platform. The processed
image and the crack identified image from the field must be transmitted to the end user to find the defects
available in the image. This can be achieved by sending the image to the cloud. So, the end user can
visualize the defects from anywhere. The Raspberry Pi is connected to the cloud through Wi-Fi. The
average execution time of the proposed technique is 17 s. Based on the information received about the
seriousness of the crack, inspection and maintenance of the requisite places will be carried out.

5 Conclusion

This paper proposed a crack width classifier that classifies the cracks depending on width as fine,
medium, or thick cracks. The features required for the classifier are extracted from the bi-layer crack
detection technique. The basic crack detection layer highlights both cracks and noise. The noises are
removed by an enhanced crack detection layer using shape descriptors of crack and noise. This proposed
technique has achieved an increase in TPR and precision value of 16.7% and 22.4%, respectively, with
respect to the crack width transform method. It has also obtained both pixel-level accuracy and an image-
level similarity score Emeasure as 0.9. This technique detects cracks accurately irrespective of complex
background, texture variation, shadow, uneven illuminations and strain. This technique also detects
minor, major, multiple and mushroom cracks exactly. Along with the newly introduced WCC, the
geometrical features of detected cracks are identified. The Ensemble Classifier using bagging and
decision tree techniques is used to classify the cracks and update the status of the building to the user for
maintenance. The classifier obtained an overall accuracy of 98.6%. To incorporate this technique into a
regular structural monitoring system, the bilayer crack detection algorithm is implemented on the
Raspberry Pi and the severity of the cracks will be intimated to the end user also.
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