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Abstract: Several instances of pneumonia with no clear etiology were recorded in
Wuhan, China, on December 31, 2019. The world health organization (WHO)
called it COVID-19 that stands for “Coronavirus Disease 2019,” which is the sec-
ond version of the previously known severe acute respiratory syndrome (SARS)
Coronavirus and identified in short as (SARSCoV-2). There have been regular
restrictions to avoid the infection spread in all countries, including Saudi Arabia.
The prediction of new cases of infections is crucial for authorities to get ready for
early handling of the virus spread. Methodology: Analysis and forecasting of epi-
demic patterns in new SARSCoV-2 positive patients are presented in this research
using metaheuristic optimization and long short-term memory (LSTM). The opti-
mization method employed for optimizing the parameters of LSTM is Al-Biruni
Earth Radius (BER) algorithm. Results: To evaluate the effectiveness of the pro-
posed methodology, a dataset is collected based on the recorded cases in Saudi
Arabia between March 7th, 2020 and July 13th, 2022. In addition, six regression
models were included in the conducted experiments to show the effectiveness and
superiority of the proposed approach. The achieved results show that the proposed
approach could reduce the mean square error (MSE), mean absolute error (MAE),
and R2 by 5.92%, 3.66%, and 39.44%, respectively, when compared with the six
base models. On the other hand, a statistical analysis is performed to measure the
significance of the proposed approach. Conclusions: The achieved results confirm
the effectiveness, superiority, and significance of the proposed approach in pre-
dicting the infection cases of COVID-19.
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1 Introduction

As of December 31, 2019, the World Health Organization (WHO) has declared a cluster of pneumonia
cases in Wuhan, China, as Coronavirus Disease 2019 (COVID-19). A pandemic was declared on March 11,
2020, after the fast spread of COVID-19 globally [1]. The respiratory system is the primary site of
COVID-19’s involvement, and the disease’s clinical presentation is strikingly similar to that of the SARS
outbreak that occurred in 2003. COVID-19 has been classified as SARS Coronavirus 2 (SARS-CoV-2)
because of its resemblance to that virus. The dynamics of infectious disease transmission can reveal a
number of patterns during outbreaks [2]. COVID-19’s dynamic transmission during the pandemic was
influenced by factors such as the density of population, infection rate, ratio of vaccinated persons to non-
vaccinated people, and lifestyle [3]. A mathematical model for a given area cannot match ideally with
others, and the same observation applies to a sub-area and its super-area in epidemiology [4–11].

Several optimization algorithms have been presented during the past decade in order to enhance the
performance of machine learning models. Choosing a technique is often based on how well it performs
from a range of angles, in the most generic sense. The cost of calculation, accuracy or even the difficulty
of implementation can all be taken into consideration. According to [12,13], a viral optimization method
was first proposed. As with other metaheuristics, its results are strongly reliant on the starting setup.
Aside from that, it is able to imitate generic viruses without incorporating unique features for specific
viruses. Its effectiveness has been demonstrated time and time again, and there can be no mistake about
it. Genetic algorithms (GAs) are one of the most often utilized metaheuristics for improving deep learning
parameters. Because of this, one may find the long short-term memory (LSTM) network optimized using
GA by authors in [14]. According to a study, the suggested hybrid strategy outperformed the benchmark
model while using the daily Korea Stock Price Index (KSPI). An LSTM and GA network traffic
prediction model was suggested in 2019 [15]. LSTM and autoregressive integrated moving average were
compared to see if the results were superior, and they were. Deep learning models can also benefit from
multi-agent systems as presented by authors in [16]. Using kernel principal component analysis and a
neural network with particle swarm optimization (PSO), the authors developed a model for estimating
midterm power loads. Deep learning models were combined with PSO in [17]; however, this time, the
authors used the approach to classify images. The ant colony optimization (ACO) model has also been
used in conjunction with deep learning. As a result, researchers in [18] suggested an ACO-based deep
recurrent neural network (RNN) for forecasting general aviation flight data. An ACO-based strategy for
optimizing an LSTM-RNN was described in [19]. This time, the focus was on flight data records from an
airline whose flights had been subjected to a significant amount of vibration. Recently, there have been a
few publications on cuckoo search (CS) features. In [20], CS was used to find heuristics for changing the
hyperparameters of another LSTM network. An accuracy level of 96% was reported by the authors for all
data sets studied. Fast convergence and excellent accuracy may be achieved by the application of CS,
according to authors of [21]. It outperformed other metaheuristics in terms of the results achieved. In
addition, in the literature, the application of the artificial bee colony (ABC) optimization technique
applied to LSTM can be discovered. As a result, an improved LSTM with ABC was created in [22] to
anticipate the bitcoin price.

In this paper, we propose the application of Al-Biruni earth radius (BER) optimization algorithm for
optimizing the parameters of LSTM network to improve the prediction of COVID-19 positive cases. The
proposed approach is evaluated in terms of a dataset collected from the recorded cases in Saudi Arabia
during the period from 7th March 2020 to 13th July 2022. The proposed approach is compared with six
other regression models to show its effectiveness and superiority. What follows is the outline of the
remainder of this paper. The background of COVID-19 prediction is presented in Section 2. The
proposed methodology is discussed in Section 3, followed by an explanation of the achieved results in
Section 4. Finally, the conclusions of the findings are presented in Section 5.
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2 Background

Time-series data is a type of numerical data that includes a time stamp for each value. It is possible to
study the time series using either statistical or machine learning techniques. Autoregressive integrated
moving average (ARIMA) is commonly used for this purpose, but it’s not always necessary. The ARIMA
incorporates both the autoregression (AR) and the moving average (MA) models into a single equation.
Two of the three components of ARIMA are the moving average and the auto-regression. Another
ARIMA extension, known as seasonal ARIMA (SARIMA) [23], allows for the simulation of a seasonally
dependent element inside a time series. Adding seasonal variables to the ARIMA model creates a
SARIMA, a model that incorporates seasonal fluctuations in the seasonal period. Many researchers have
used ARIMA and SARIMA models to predict the spread of an epidemic [24], including COVID-19 [25],
and to estimate the death rate [26]. A number of assumptions have to be made for the statistical models,
including the infectious disease’s beginning point, the interactions between persons, and the model’s input
parameters. A logical technique based on repeated experiments is typically used to estimate input
parameters [27]. ARIMA models, for example, rely on an underlying process (i.e., the ARIMA process)
to produce data in order to estimate a set of parameters [28,29].

Authors in [30] studied the dynamics of cumulative COVID-19 cases in 16 countries, using ARIMA
models based on forecasting the cumulative analysis to estimate the best ARIMA (p), d), and q for each
country (Italy, Pakistan, Bangladesh, Chile, Brazil, Columbia, Iran, Italy, India, Mexico, Peru, South
Africa). These models were shown to be most effective for predicting mortality in Italy in instances
where the cause of death was established by autopsy or laboratory testing, respectively, according to
authors’ research. As a result of the findings, COVID-19 trends may be divided into three primary
categories: exponential growth (the United States), sharp linear increment (Russia, Chile, Pakistan, Saudi
Arabia), and gradual linear increment (Bangladesh, Spain, UK, and Italy). Machine learning (ML) [31]
and, more specifically, a subclass of it known as deep learning (DL) [32] are used in a second technique
for analyzing time series trends. In this way, the assumptions that statistical techniques require can be
circumvented [33]. A recent epidemic of COVID-19 may have been predicted using DL models, which
have shown to be useful in time series analysis [34]. Artificial intelligence (AI) problems are solved using
a NN (or a circuit of neurons) in DL. Most medical specialties have looked into the latter. The early
discovery of the COVID-19 pandemic and the propagation and dynamics of the disease may both be
accurately predicted using DL approaches [35]. Long-term memory (LSTM) may be utilized to provide a
gated memory unit that is capable of handling vanishing gradient issues by integrating with a NN [36],
which is often used to process both sequential and temporal data (e.g., time series). It’s possible to get
around the problem of back-flow by employing both an LSTM architecture and an algorithm that relies
on gradient-based learning [37]. Text properties are tracked by LSTM using its memory cells, which can
store information across long distances. LSTM Researchers at Johns Hopkins University and the
Canadian Health Agency used a DL technique based on LSTM to evaluate data obtained by the authors
in [38]. Using COVID-19 data from Australia and Iran, authors in [39] analyzed six different DL
approaches to explore the time series forecasting of new cases and the rate of new fatalities. According to
the study, an in-depth analysis of the LSTM, Conv-LSTM, and gated recurrent units (GRUs) together
with their bidirectional extensions: bidirectional GRU, bidirectional GRU, and convolutional GRU,
respectively. Key findings from the authors’ comparative study include those listed below: There was a
clear winner in the Australian dataset when it came to predicting new instances over the course of 1, 3,
and 7 days: Conv-LSTM. For new deaths in the Australian dataset, Conv-LSTM ranked highest in all
tests (i.e., prediction over 1, 3, and 7 days). The results from the Iranian dataset were much more mixed.
As a result, the study’s findings show that there is no universally applicable optimum DL model and that
each dataset must be evaluated on its own merits. Similarly, in [40], researchers looked into DL
approaches based on NNs and recurrent NNs (RNNs). As long as the current condition is taken into
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consideration, the alterations of data flow can be transferred through hidden layers in one direction. It is
possible to extend the memory of an RNN by adding an LSTM hidden layer or GRU to it.

3 The Proposed Methodology

To build a robust model for predicting COVID-19 positive cases, the LSTM is employed along with the
BER optimization algorithm. A dataset is collected to verify the effectiveness of the proposed method. The
records of the dataset are preprocessed by deleting empty entries, resolving missing values, and
normalization. The steps depicted in Fig. 1 are used in the proposed model for predicting COVID-19.
The next sections provide more explanation about the steps of the proposed methodology.

Figure 1: The stages of the proposed methodology
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3.1 Data Preprocessing

A comma-separated value (CSV) format was used to get the data of interest. According to the
International Standards Organization (ISO) 3166-1 standard, a country can be identified by its country
code. “KSA” is an ISO code that may be used to obtain the Saudi Arabian Department of Civil
Protection’s dataset from “Our World in Data COVID-19 Cases”. To further narrow the scope of the data,
a date range can be specified. In any dataset, we can find information that is irrelevant to our model. The
information of interest, which included additional positive instances, was gathered during the
preprocessing stage. We used autocorrelation analysis to find stationary spots in the time series. Functions
for training and testing datasets were constructed based on the original dataset and the number of
previous time steps used as input variables to forecast the future time period (i.e., look back), which are
the two major variables. Datasets were constructed with the default setting of creating datasets with the
number of observations (X) and look-backs at each point in time (t + look back). During training, we
utilized a look-back value of seven (7 days or one week). In order to create the LSTM model, the data
has to be transformed. The final format included [samples, time steps, and features]. “Looking back to the
previous day’s information, the samples were made up of information from that day’s data, and the time
step was one day (the data was gathered daily). We divided the data into two sets: one for training and
the other for testing. 80% of the observations were used for training, while the remaining 20% were used
for testing. Afterward, we preserved the test set and randomly selected 80% of the training set as the new
training set, while the rest (20%) was the validation set.

3.2 Long Short-Term Memory

The Long Short-Term Memory (LSTM) model, shown in Fig. 2, has lately gained favor as a recurrent
neural network because it can mimic intricate time series with time delays of unknown magnitude. Self-
loops, where the gradient may flow for long periods of time without bursting or vanishing, are at the
heart of LSTM. In combination with this, a forget-gate allows the LSTM to accumulate information that,
depending on the input data, may be “forgotten” later. LSTM models have been used for the first time to
model short-term network flow sizes with exquisite granularity. LSTMs are characterized by the
following recursive equations:

Figure 2: Standard structure of the LSTM network
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ot ¼ r Wo X
t þ Uoh

t�1 þ bo
� �

ct ¼ it � ~ct þ f t � ct�1

f t ¼ r Wf X
t þ Uf h

t�1 þ bf
� �

(1)

ht ¼ ot � tanh ctð Þ

it ¼ r Wi X
t þ Uih

t�1 þ bi
� �

~ct ¼ tanh Wc X
t þ Uch

t�1 þ bc
� �

where Wo, Wc, Wi, and Wf represent the weights for output gate, candidate state gate, input gate, and forget
gate, respectively. The values bf , X t, ht, ot, ct, ~ct, it , f t are the bias value, input data, hidden state, output gate,
current state, candidate state, input gate, and forget gate, respectively. The Hadamard product,�, refers to the
sigmoid function. The values ofUo,Uc,Ui, andUf are the recurrent weights for the output gate, current state,
input gate, and forget gate, respectively. The bias terms for output gate, candidate state, input gate, and forget
gate is denoted by, bo, bc, bi, and bf , respectively.

To increase the accuracy of the COVID-19 prediction, a new approach is proposed by adjusting the
hyperparameters of the LSTM. This section begins by presenting the LSTM’s structure and describing
which parameters are being improved, followed by presenting the optimization algorithm that is
employed to optimize the parameters of LSTM.
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3.3 Al-Biruni Earth Radius (BER) Optimization Algorithm

It is the goal of optimization algorithms to find the best possible solution to a problem given limitations.
When using BER, an individual from the population may be shown in the form of a ‘S’ vector,
~S ¼ S1; S2; . . . ; Sdf g 2 Rd, where Si is the size of the search space, and d is the parameter or feature in
the optimization problem. It is suggested that the fitness function f be utilized in order to assess a person’s
performance up to a predetermined point. These steps of the optimization technique are used to search
populations for an optimal vector S* that optimizes the fitness. The method begins by selecting a random
group of people from the population (solutions). The fitness function, the lower and higher limits for each
solution, the dimension, and the population size are all required before BER can begin the optimization
process. The optimization algorithm used to optimize the parameters of LSTM is depicted in Algorithm 1.

4 Experimental Results

The evaluation of the proposed approach is performed, and the results are explained in this section. The
section starts by describing the dataset included in the conducted experiments, followed by the evaluation
criteria and an explanation of the achieved results.

4.1 Dataset Description

The “Our World in Data COVID-19 Cases” dataset (ourworldindata.org/covid-cases, accessed on
13 July 2022) was used in the suggested technique [41]. This collection is publicly accessible under a
Creative Commons license and collects datasets from government agencies and academic organizations
from 207 nations. For example, the Saudi Arabia dataset was obtained from the official GitHub
Repository given by the Saudi Arabia Civil Protection Department. Covid-19 trends such as tested
confirmed cases, reported deaths and reported recoveries from COVID-19 are all included in this daily
report. It’s updated throughout the day to reflect this. We chose Saudi Arabia as a test case to show how
the suggested system may evolve and be reused in the future. The plot in Fig. 3 depicts the aggregated
data sources for the nations identified in the “Our World in Data COVID-19 Cases” dataset. In order to
compute and forecast, the proposed methodology solely took into account data from newly discovered
positive examples (or fresh instances). As a result of a change in daily case totals, a new case was
created. Using this data, it is possible to create a time series based on the number of new instances that
occur each day. Between 7th March 2020 and 13th July 2022, new cases were registered.

Figure 3: The location of interest in the conducted experiments
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4.2 Key Performance Indicators

The metrics used to assess the proposed methodology and their corresponding formulas are presented in
Table 1. These metrics are: root mean square error (RMSE), normalized RMSE (NRMSE), Nash–Sutcliffe
model efficiency (NSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and R2

metrics [42–48]. In these formulas, Fi is the forecast daily COVID-19 value, Ai is the actual daily
COVID-19 value, yi is the observed daily COVID-19, xi is the model’s simulated daily COVID-19, and n
is the number of data points.

4.3 The Recorded Results

To prove the effectiveness and superiority of the proposed approach, several experiments were
conducted to predict COVID-19. Firstly, a set of baseline experiments were conducted using six base
models, including LSTM, BILSTM, GRU, LSTMs, BILSTMs, and CONVLSTMs. The results of these
models were compared to the achieved results using the optimized LSTM based on BER algorithm.
Table 2 presented the results of the training and testing for each of the base models along with the
proposed approach based on the adopted evaluation criteria.

Table 1: The key performance indicators used in assessing the proposed methodology

Key Formula

NSE 1�
Pn

i¼1 xi � yið Þ2Pn
i¼1 yi � mean of yð Þ2

RMSE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

xi � yið Þ2
 !vuut

MAPE
1

n

Xn
i¼1

Ai � Fi

Ai

����
����

MAE
1

n

Xn
i¼1

xi � xj j

NRMSE
RMSE

mean

R2 1� unexpected variation

Total variation

Table 2: Evaluation results of the COVID-19 predictions using the proposed approach and other approaches

Model LSTM BILSTM GRU LSTMs BILSTMs CONVLSTMs BER/LSTM

MSE train 21463.01 24095.68 26017.09 79823.45 27384.12 24669.21 20193.24

MSE test 48329.74 63435.45 62599.56 84688.31 89843.57 753748.1 45965.88

RMSE train 146.5 155.23 161.3 282.53 165.48 157.06 131.7

RMSE test 219.84 251.86 250.2 291.01 299.74 868.19 201.33

MAE train 90.96 81.86 96.03 196.55 93.71 108.81 88.77

MAE test 114.62 107.79 140.99 153.64 125.02 375.86 103.84
(Continued)
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As presented in the table, the proposed approach could achieve the best values over all the evaluation
criteria, which confirms the superiority of the proposed approach. The achieved MSE on the test set using the
proposed approach is (45965.88), whereas the best MSE achieved by the base models is (48329.74). In
addition, MAE, R2, MAPE, and NSE of the test set using the proposed approach are (103.84), (0.99),
(26.8), and (0.99). These values prove the effectiveness of the proposed approach.

On the other hand, a statistical analysis is performed to clearly investigate the effectiveness of the
proposed approach. Table 3 presents the results of this statistical analysis. As presented in the table, the
mean and standard deviation, for example, are the minimum when compared to the base models. These
results confirm the findings of the proposed approach.

Moreover, the one-way analysis of variance (ANOVA) and the Wilcoxon signed rank tests are
performed to study the stability of the proposed approach. The results of these tests are presented in
Tables 4 and 5. The results presented in these tables show the significance and stability of the proposed

Table 2 (continued)

Model LSTM BILSTM GRU LSTMs BILSTMs CONVLSTMs BER/LSTM

R2 train 0.98 0.97 0.97 0.91 0.97 0.97 0.99

R2 test 0.98 0.97 0.97 0.96 0.96 0.71 0.99

RRMSE train 0.16 0.17 0.18 0.31 0.18 0.16 0.14

RRMSE test 0.26 0.3 0.29 0.31 0.35 0.94 0.18

MAPE train 38.4 −44.63 −23.84 186.69 −67.3 −7.9 31.3

MAPE test 29.7 −54.78 −8.82 109.72 −91.66 −195.08 26.8

NSE train 0.98 0.97 0.97 0.91 0.97 0.97 0.99

NSE test 0.98 0.97 0.97 0.91 0.96 0.71 0.99

Table 3: Results of the statistical analysis performed on the achieved results

LSTM BILSTM GRU LSTMs BILSTMs CONVLSTMs BER/LSTM

Num values 13 13 13 13 13 13 13

Minimum 217.8 250.9 250.2 290 298.7 868.2 200.3

25% percentile 219.8 251.9 250.2 291 299.7 868.2 201.3

Median 219.8 251.9 250.2 291 299.7 868.2 201.3

75% percentile 219.8 251.9 250.7 291 299.9 876.7 201.3

Maximum 222.8 255 261 297 305 898.2 202.3

Range 5 4.14 10.8 7 6.26 30 2

Mean 219.8 252.1 251.5 291.7 300.3 873.3 201.3

Std. deviation 1.08 0.9718 3.155 1.974 1.589 9.59 0.4082

Std. err of mean 0.2996 0.2695 0.8752 0.5475 0.4408 2.66 0.1132

Sum 2858 3277 3269 3792 3903 11353 2617
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approach as the value of F in the ANOVA test is (46279) and (P < 0.0001). In addition, the significance of all
methods using the Wilcoxon test is satisfied.

On the other hand, more results are shown in the plots depicted in Figs. 4 and 5. In these figures, the
ranges of RMSE using the base models and the proposed approach are shown in the plot of Fig. 4a. In
this plot, the range of values of RMSE using the proposed approach is the minimum, which reflects the
superiority of the proposed approach. In addition, the ROC curve using the proposed approach shows
promising performance.

Table 4: Results of the one-way analysis of variance (ANOVA) test

ANOVA SS DF MS F (DFn, DFd) P value

Between columns 4388558 6 731426 F (6, 84) = 46279 P < 0.0001

Within columns 1328 84 15.8

Total 4389885 90

Table 5: Results of the Wilcoxon signed-rank test

LSTM BILSTM GRU LSTMs BILSTMs CONVLSTMs BER/LSTM

Actual median 219.8 251.9 250.2 291 299.7 868.2 201.3

Theoretical median 0 0 0 0 0 0 0

Number of values 13 13 13 13 13 13 13

Sum of positive ranks 91 91 91 91 91 91 91

Sum of signed ranks 91 91 91 91 91 91 91

P value (two tailed) 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002

Exact or estimate? Exact Exact Exact Exact Exact Exact Exact

P value summary *** *** *** *** *** *** ***

Significant Yes Yes Yes Yes Yes Yes Yes

Discrepancy 219.8 251.9 250.2 291 299.7 868.2 201.3

Figure 4: Comparison between the proposed approach and the other competing approaches in terms of
RMSE and ROC
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More plots are shown in Fig. 5 that presents the behavior of the residual, homoscedasticity, QQ, and
heatmap of the achieved results. In these plots, the proposed approach shows a promising performance
which makes it a proper and better solution to the problem of COVID-19 prediction using machine learning.

5 Conclusions

Al-Biruni metaheuristic optimization algorithm was used in this research to improve the performance of
the standard LSTM network in the analysis and forecasting of the SARS-CoV-2 (COVID-19) positive cases.
To prove the effectiveness of the proposed approach, a dataset is collected for analysis and prediction. The
proposed approach was tested using the Saudi Arabian dataset collected from an official data source. The
evaluation of the performance of the proposed approach is realized using six key performance indicators.
In addition, the performance of the proposed approach is compared to the performance of the other six
prediction models to show its superiority. On the other hand, a set of statistical analysis experiments,
including ANOVA and Wilcoxon tests, was conducted to show the significance of the proposed approach.
The recorded results confirmed the effectiveness, superiority, and significance of the proposed approach.
By including numerous rates of contagiousness, as well as personal and clinical data sets, future research

Figure 5: Analyzing the performance of the recorded predictions using the proposed approach

CSSE, 2023, vol.46, no.1 893



might improve monitoring of SARS-CoV-2 variations (e.g., clustering data for ages and comorbidities,
susceptible patients, and statistics on mobility).
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