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Abstract: The tendency toward achieving more sustainable and green buildings
turned several passive buildings into more dynamic ones. Mosques are the type
of buildings that have a unique energy usage pattern. Nevertheless, these types
of buildings have minimal consideration in the ongoing energy efficiency appli-
cations. This is due to the unpredictability in the electrical consumption of the
mosques affecting the stability of the distribution networks. Therefore, this study
addresses this issue by developing a framework for a short-term electricity load
forecast for a mosque load located in Riyadh, Saudi Arabia. In this study, and
by harvesting the load consumption of the mosque and meteorological datasets,
the performance of four forecasting algorithms is investigated, namely Artificial
Neural Network and Support Vector Regression (SVR) based on three kernel
functions: Radial Basis (RB), Polynomial, and Linear. In addition, this research
work examines the impact of 13 different combinations of input attributes since
selecting the optimal features has a major influence on yielding precise forecast-
ing outcomes. For the mosque load, the (SVR-RB) with eleven features appeared
to be the best forecasting model with the lowest forecasting errors metrics giving
RMSE, nRMSE, MAE, and nMAE values of 4.207 kW, 2.522%, 2.938 kW, and
1.761%, respectively

Keywords: Big data harvesting; mosque load forecast; data preprocessing;
machine learning; optimal features selection

1 Introduction

The development in data sources, such as online technology, social media platforms, and data sensors,
has caused the volume of data to grow at a rapid rate. This enormous volume of data is referred to as Big Data
(BD) [1]. By applying learning algorithms and data processing approaches, BD needs to be managed
properly. However, because of the complexity of the data, it can be challenging to determine the best BD
analysis tool for a certain need. Automated Machine Learning has been insufficient to handle such BD
due to the worldwide rise in data. However, several applications have taken advantage of contemporary
Machine Learning (ML) techniques to harvest the BD. ML algorithms have been exploited by different
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felid, including healthcare, transportation [2], e-business [3], banking supervision [4], financial services [5],
and electrical power systems [6].

ML algorithms have been applied to a variety of tasks in electrical power systems, such as forecasting
load, market prices, photovoltaic power, and fault detection [7]. Among the above-mentioned tasks, the
electrical load forecast is of very high importance for distribution system operators as a variety of
services can be acquired. They can anticipate the future values of electrical load. Hence, the balance
between supply and demand can be met with a minimum loss of energy. However, the key factor
affecting the load forecast is that there are various electrical load types, each of which has a unique load
profile. In other words, the load profile of a commercial building is different from a residential load
profile. Hence, predicting the load is extremely important and valuable. In this study, forecasting the
electrical load is of focus while the mosques are the type of buildings considered here.

1.1 Mosque Buildings

Mosques are a type of Islamic building that is dedicated to worship. In Islamic law, there are five times
for prayer. The first prayer is called Fajr prayer which is at dawn. The second and the third prayers are the two
prayers in the daytime and are called Dhuhr and Asr and are performed at noon and afternoon, respectively.
The Maghrib prayer is done at sunset while at night a prayer called Isha is performed. Mosques come in a
wide range of sizes, from modest structures that hold up to 100 worshippers to enormous structures that hold
tens of thousands. There are reported to be 3.5 million mosques in the world [8,9]. In Saudi Arabia, for
instance, the number of mosques is increased by 78% associated with the growth in the population,
increasing from, 55,266 mosques in 2008 to greater than 98,356 in 2017 [10,11].

For electrical energy consumption, up to 76 percent of all the electricity used in Saudi Arabia in
2018 was consumed by buildings, including mosques [12]. In mosques, the major electrical consumption
is by the heating and cooling systems which are provided from either unit systems or centralized air
conditioning systems while the lighting and fans are placed on the ceiling. The size and occupation
behavior of these buildings leads to create five operating times making the electrical load profile for
mosques have five peaks daily. This distinguishes the shape of the electrical load of the mosque from
other forms of electrical loads and more challenges to predict. Therefore, it is crucial to forecast mosques
load buildings to supply these kinds of structures with renewable energy while also capturing the
stochastic behavior of the load. Therefore, the primary objective of this study is to forecast a mosque load
located in Riyadh city, Saudi Arabia.

Accurate electrical load forecasting of any type of building needs three essential requirements, namely
deep data processing, an optimal input features selection, and a precise perdition algorithm. Firstly, deep data
processing organizes the data that are usually obtained from different data sources. The processing includes
removing any missing data and uniquely presenting the data. Secondly and after constructing the data and
creating the features that are related to the forecasting objective, it comes the obstacle of determining the
most relevant input features to the forecasting outcome. This step reduces the computational time for
building the forecasting model. In the literature, meteorological data, such as temperature and humidity,
have a major influence on the electrical load profile [13]. Moreover, the lag observations of electrical load
can be beneficial in predicting future values due to the periodic behavior of the load [14]. Thirdly,
identifying the best machine learning algorithm is very challenging on which the overall prediction
process depends. The machine learning algorithm is responsible to provide accurate load forecasting
results, which is of very high importance. These three requirements are followed and constructed in this
research work.
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1.2 Related Work

Load forecast is allocated into three different types based on the forecasting horizon: short-term load
forecasting, which refers to forecasts up to one week in the future; medium-term load forecasting, which
covers the period from one week to one year; and long-term load forecasting, which forecasts load
profiles one year and beyond. Another approach to classifying load forecasts is by the type of load to be
predicted. Several forecasting models have been built in the literature to predict different types of
buildings, such as hospitals, industrial, residential, and university campuses. In addition, it is shown that
the type of weather conditions has a major influence on the load forecast [15]. Therefore, selecting the
most accurate weather variables is essential to generate an accurate forecasting model.

In terms of forecasting methodologies, load forecasting can make use of physical, statistical, and deep
learning prediction models. Statistical techniques make use of previous data to estimate future behavior
without knowledge of the current state of the system, while physical approaches are mathematical models
that use weather forecast data obtained via numerical weather prediction [16]. The statistical approaches
are allocated into time series models and machine learning methods. The study in [15], for instance,
develops a short-term electrical load to predict the load of the Memorial University campus in Canada
using 19 regression algorithms. These algorithms belong to five main algorithms, namely, Linear
Regression (LR), regression trees, Support Vector Regression (SVR), Gaussian Process Regression
(GPR), and the ensemble of trees. The electrical load datasets are obtained hourly from the university’s
energy meter while the weather datasets are collected from the Newfoundland and Government of
Canada. For weather data, the dry bulb temperature, humidity, Percipition, wind chill, wind direction,
wind speed, and visibility, are used. The study results reveal that the best algorithm in terms of prediction
is the GPR algorithm with a Root Mean Square Error (RMSE) value of 301.76 kW and correlation value,
R2, of 0.97. However, this study lack the consideration of the optimal set of features.

In [17], SVR, Artificial Neural Networks (ANN), and GPR are used to predict the short-term electrical
load for great Britain power system for 30 min and 24 h ahead. The RMSE ratios for prediction precisions for
30 min forecasting horizon are found to be 159.71, 291.39, and 179.71 MW using SVR, ANN, and GPR,
respectively. The study concludes that the SVR algorithm is the best approach to predict the electrical
load compare to other algorithms. Authors in [18] develop short-term electric load prediction models in
four countries, namely America, Germany, France, and the United Kingdom, during the period of the
Corona Virus 19 pandemic. Mobility data are obtained from COVID-19 Community Mobility Reports
and Apple Covid19 Mobility Trends Reports. These data are from January 2020 which includes the
period prior to and during the stay-at-home restrictions due to the pandemic while electricity loads are
collected from the four countries. Four algorithms are used to predict load, including the Standard Neural
Network (NN_Orig), Retrain model that uses the same architectures of NN Orig with a retrained phase,
Mobility-Enabled Load Forecasts (Mobi), and Mobi_MTL that is an extended model of Mobi. The
comparison between the four algorithms is conducted using the Mean Absolute Percentage Error (MAPE)
value. The study states that Mobi_MTL model is the best producing 3.98 times less error value with high
generalization capability.

In [19], the N-BEATS neural network algorithm is applied to predict medium-term electrical load. This
model is then compared with a hybrid model combining the Nadaraya–Watson estimator for pattern
forecasting and ETS (N-WE + ETS). The data considered in this study is monthly electricity demand of
35 European countries. The study concludes that the N-BEATS neural network algorithm is superior to
the other algorithms in the literature with a MAPE value of 25%. In addition, the study in [20] proposes a
hybrid forecasting model consisting of SVR, Gray Catastrophe (GC(1, 1)), and Random Forest (RF)
algorithms to predict the short term electrical load in Australia. The data in this study are obtained from
the Australian Energy Market Operator in New South Wales, Australia, covering the period between
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January to February of 2007. The MAPE indicator is used to compare the algorithms. The study results
demonstrate that the proposed algorithm has high accuracy performance with a MAPE of 6.35%.

Deep learning has experienced recent growth due to the quick development of information technology in
hardware and software. Models concerning load forecasts have been developed using deep learning
algorithms. In [21], for example, the researchers used the Long Short-Term Memory Recurrent Neural
Network (LSTM-RNN), Shallow-ANN, SVR, and LR algorithm to predict the short-term electrical load.
The electrical load is predicted for 30 min and 24 h ahead for two commercial buildings in Virginia. The
study includes data for 4 different months of the year 2019, including January, April, July, and October,
while the prediction is implemented for one week of each month. After comparing the algorithms, the
study finds that the LSTM-RNN algorithm provides the best prediction compared to other algorithms
used, where the MAPE of 4.9% for 30 min ahead electrical load forecast, while MAPE is 11.6% for the
24 h prediction horizon. In addition, the study in [22] investigates the performance of nine deep learning
algorithms in predicting the electrical load of five commercial buildings of different types located in
different countries. Results reveal that deep learning algorithms exhibited a 20%–45% improvement in
load forecasting as a comparison to the conventional models used in the literature. However, the main
drawback of using deep learning techniques is the requirement for a massive volume of data to train the
forecasting model.

1.3 Motivation and Contributions

From the above discussion, several forecasting techniques have been showing a good forecasting
performance. ML algorithms have demonstrated their efficacy in achieving a variety of forecasting goals
due to their ability to handle nonlinearity in predicting problems. The statistical approaches benefit from
the ability to handle large amounts of data [23]. On the other hand, the SVR performs better in
forecasting with small data samples [24], while ANN may carry out any non-linear mapping [25]. This
makes using SVR and ANN advantageous. Nevertheless, the SVR and ANN performance is sensitive to
specific parameters. In addition, different forecasting models are developed for a variety of buildings. In
the literature, there is a dearth of mosque-specific forecasting models. Therefore, the main objective of
this study is to provide a framework to build a short-term (24 h in 1-h intervals) mosque load forecast
based on a data-driven model using machine learning algorithms. A mosque building located in Riyadh,
Saudi Arabia, is utilized to investigate the effectiveness of the proposed model. Hence, the main
contributions of this study are as follows:

1. To develop a short-term data-driven forecasting model for a mosque load located in Riyadh, Saudi
Arabia. The performance of SVR and ANN is compared in this study to exploit the underlying
patterns in big data and to forecast future values of the mosque load. For SVR, three Kernel
functions are investigated, namely Radial Basis (RB), Polynomial (Poly), and Linear (linear).

2. To reduce the computational time and complexity that may be present in the input variables, this
study examines the impact of historical load and meteorological data on the mosque load forecast
by creating different independent combinations of input features. Hence, the appropriate variables
that produce the best results for mosque load forecasting can be acquired. These variables include
time, weather, and historical information on mosque load.

3. To create a framework for mosque load forecasting that would be useful for other researchers. Hence,
despite the goal of this research work being to predict the mosque load in Riyadh, Saudi Arabia, the
proposed approach can be generalized to find the most effective forecasting models of any mosque in
any location.

The rest of the paper is organized as follows: Section 2 contains a details discerption of the study
framework along with the main data preprocessing techniques used to prepare the data. The mosque load
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and meteorological data used in this study are presented in Section 3. Section 4 contains the features used in
this study and the correlation between each variable. The main results are presented and discussed in
Section 5 while the main conclusions of this study are summarized in Section 6.

2 Methodology

The methodologies used in this paper are thoroughly detailed in this section. The problem description
and the framework of the proposed forecasting model are initially explained. After that, the data
preprocessing techniques are discussed along with the fundamental of ANN and SVR and the prediction
models’ sensitivity measurements.

2.1 Problem Description

The main objective of this study is by presenting a framework for mosque load forecast based on data-
driven models. The proposed forecasting model evaluates the performance of SVR and ANN in capturing the
hidden patterns in the meteorological datasets. The proposed model is shown to be accurate, reliable, simple
to implement, and robust to the outliers.

2.2 Study Framework

To improve the forecasting precision, 52 prediction models are developed for short-term load forecasts
of a mosque load located in Riyadh, Saudi Arabia. The forecasting models are as follows:

� SVR based on RB function with 13 feature sets (Fi)-(SVR-RB-Fi)

� SVR based on Poly function with 13 feature sets (SVR-Poly-Fi).

� SVR based on Linear function with 13 feature sets (SVR-Linear-Fi).

� ANN with 13 feature sets (ANN-Fi).

Where Fi is the feature set and i is the number of variables in each set, see Sections 3 and 4.

They are four forecasting methods in which their performance is evaluated with 13 different sets of
features. The overall framework of this study to forecast the mosque load is presented in Fig. 1. In
addition, Fig. 2 depicts the data preprocessing procedure followed in this research work. The main
framework steps are as follows:

Step 1: The data are gathered and sorted. The datasets comprise both the meteorological datasets and the
mosque load.

Step 2: The data are prepared using data preparation techniques. These processes involve data gathering,
cleansing, monitoring, and standardization. The details of the data pre-processing methods are covered in
Subsection 2.3.

Step 3: Create 13 sets of features based on the Pearson Correlation Coefficient values using various sets
of features. The 13 sets of features employed in this investigation are listed in Table 2.

Step 4: The data are split into two sets, one for training and the other for testing. The test dataset is used to
evaluate the predictive model accuracy, while the training data are used to train the machine learning algorithms.

Step 5:Using the developed set of feature schemes, SVR and ANN are used to create forecasting models
for each forecasting aim. The same set of data is presented to all training models.

Step 6: The best forecasting model is chosen after each prediction model has been evaluated using the
test dataset from Step 4. The uncertainty of the developed forecasting models is validated using—RMSE,
normalized RMSE (nRMSE), Mean Absolute Error (MAE), and normalized MAE (nMAE).

Detail description of each of the forecasting steps is explained in the following subsections.

CSSE, 2023, vol.46, no.1 375



2.3 Data Preprocessing

The forecast of the electrical demand of a mosque in the city of Riyadh is of focus in this study. The
inputs are a set of features determined based on Pearson Coloration. In this study, the ANN and SVR
algorithms are applied. For SVR, three kernel functions are examined, namely RB, Poly, and Linear. In
addition, six main steps are required to prepare the data from which the desired knowledge will be
obtained. These steps are: loading the data, preprocessing the data, deriving the input features, building
the forecasting models, identifying the best forecasting model, and integrating the developed model into
the management system. These steps must be conducted sequentially and in order.

2.3.1 Load the Data
In this step, the data are collected and organized. In this study, the data are gathered from two different

sources, namely King Abdullah City for Renewable Atomic Energy and the Saudi Electricity Company. Each
of the data has a format which makes the process of organizing them somewhat challenging. To accomplish
this step, the data are required to be preprocessed as explained in Step Two.

2.3.2 Preprocess the Data
This step is crucial in the whole forecasting process as the data are visualized and any flaw in the data

needs to be detected. This step usually takes more time as we are dealing directly with the data and going
deep with each attribute. In this step, seven main stages are required to be conducted. Initially and after
loading the data, the data are required to be extracted. Secondly, the data transformation step is essential
to make the data organized and in a consistent fashion as the format of the data in hand comes in
different formats. Thirdly, the data are integrated by merging them into one Excel sheet based on the
timestamp “YYYY-MM-DD-HH”. Fourthly, the data are then analyzed. One advantage of this stage is to
understand the data more. Fifthly, the data are cleaned by checking any missing data with which we need

Figure 1: The flowchart of the study framework

Figure 2: Data processing procedure
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to deal either by filling or deleting them from the data file. Sixthly, the data are divided into two subsets,
namely the training dataset, which represents 80% of the data, and the testing dataset, which accounts for
the remaining 20%. Finally, these subsets are then normalized to make the data have similar numerical
scales and avoid any complexity during the training phase.

2.3.3 Derive Input Features
The most crucial aspect of this research is the process called “derive features”. This step is utilized to

boost model performance for high-dimensional data sets, improve model interpretability, and avoid
overfitting. To measure the relationship between the input features and the mosque load, the Person
Correlation Coefficient is utilized. This is explained in Section 4.

2.3.4 Building the Forecasting Models
In this research, the ANN algorithm and SVR algorithm based on three kernels RB, Poly, and Linear is

examined to predict the electrical load of the mosque. ANN and SVR used in this study are introduced in the
following sections:

– Artificial Neural Network

The ANN is software that imitates the biological neuron of the human brain, and it was developed by
Warren McCulloch and Walter Pitts to learn to identify trends in sets of data [26]. Multiple interconnected
processing components form an ANN, and these components can alter their dynamic states according to
outside inputs.

To build the ANNmodels, nntool in MATLAB is used. For ANN, 13 distinct models which are based on
13 sets of features are examined. For ANN configuration, one input, one hidden, and one output layers are the
three layers that construct the network. It is assumed in this study that the number of nodes in the hidden layer
is equal to the number of input features. For instance, if the input is the set of features (F1), see Table 2, one
node is assigned to the hidden layer. Similarly, seven nodes are selected for the hidden layer when seven input
features are used (F7). The output of the ANN model can be expressed in the following Eq. (1):

yi ¼ a0 þ
Xn
j¼1

ajf
Xm
i¼1

bijyt�i þ b0j

 !
þ et (1)

where m and n are the number of nodes at the input and hidden layers, respectively. The logistic function in this
study, f, is a sigmoid transfer function. f xð Þ ¼ 1= 1þ exp �xð Þð Þ aj; j ¼ 0; 1; . . . ; n

� �
is the weights vector

connecting the output layers with the hidden layers while bij; i ¼ 1; 2; . . . ; m; j ¼ 0; 1; . . . ; n
� �

is the
vector that contains the weights that connect the hidden layers with the output layers. The weights’ arcs leading
from the bias terms, which have constant values of 1, are represented by a0 and bij.

– Support Vector Regression

The support vector machine method was first presented for classification purposes, and it was then
extended to regression problems employing a different loss function [27]. The fundamental idea behind
the SVR is to transfer the original data x nonlinearly into a higher dimensional space. Therefore, having
training data with N observations, such that xi; yið Þf g; i ¼ 1; 2 . . . ; N ; where xi 2 Rn and is the input
features and yi 2 R are the observed mosque load readings, the SVR function is in Eq. (2):

y ¼ f xð Þ ¼ wf xið Þ þ b (2)

where f xið Þ is known as kernel trick from which the training data are mapped into a new feature space where
they can be separated linearly. w is the vector that contains weights while b represents the bias term [23]. The
SVR regression problem is identified by minimizing the following optimization problem [24]:
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minimize
1

2
jjwjj2 þ C

X‘
i¼1

ni þ n�i
� �

subject to
yi � hw; xii � b � eþ ni
hw; xii þ b� yi � eþ n�i

ni; n
�
i � 0

8<: (3)

where parameter C is a pre-determined constant while ni; n
�
i are the slack variables that represent the upper

and lower constraints of the output.

In this study, the SVR algorithm is applied based on three kernels (RB, Poly, and Linear) to anticipate the
electrical load of the mosque. For each kernel, 13 different models are investigated. The fitrsvm function in
MATLAB is used to create the SVR approach. The following kernel functions are employed in this
study:

Radial Basis RBð Þ: K xi; xj
� � ¼ e�c jjxi�xjjj2ð Þ (4)

Polynomial Polyð Þ: K xi; xj
� � ¼ xTi xj

� �d
(5)

Linear linearð Þ: K xi; xj
� � ¼ xTi xj (6)

2.3.5 Identify the Best Forecasting Model
To evaluate the performance of the considered forecasting models, four statistical indicators are utilized

to compare and assess the algorithms and models employed in this study, namely, RMSE, nRMSE, MAE,
and nMAE. The following are expressions of these statistical indicators [28]:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

ðyi � byi Þ2
s

(7)

nRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i¼1
ðyi � byi Þ2r

ymax
(8)

MAE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

yi � fij j
s

(9)

nMAE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i¼1
yi � fij j

r
yi; max

(10)

where n is the number of the data samples in the testing data. yi is the actual reading of the mosque load whilebyi is the forecasted values of the mosque load generated from the developed forecasting models and ~y is the
mean value of the actual reading of the mosque. ymax represents the maximum reading in the observed
mosque load. The RMSE stands for the standard deviation between measured and anticipated electrical
load levels while the absolute difference between the actual load and the predicted values is measured by
MAE [29].
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2.3.6 Integrate the Forecasting Model into the Management System
The developed forecasting model is required to be implemented in real-world applications. The building

management operators can benefit from such a model to operate the mosque effectively and facilitate the
integration of rooftop photovoltaic systems and battery energy systems [16].

3 Datasets Sources

The electrical load of buildings, including the mosque, is related to several meteorological variables. In
this study, the impact of 13 different variables is investigated. These variables are time, meteorological, and
historical observation of mosque load. Table 1 lists all the input features considered in this study. The data of
the mosque load and the meteorological data are collected hourly from January 2016 to December 2016 and
are provided by the Saudi Electricity Company and King Abdullah City for Renewable Atomic Energy,
respectively. Fig. 3 depicts the variation in mosque load and temperature for one week from August 15,
2016, to August 21, 2016, while Fig. 4 shows the geographic location of Riyadh city.

Time variables are selected to forecast the mosque load as the prayers have a specific time on the day and
the variation in time varies slowly over the year. On the other hand, the meteorological datasets may impact
the thermal of the building. For example, the outdoor temperature highly affects the indoor temperature of the
mosque. Moreover, the air conditioning systems consume more electricity when the outdoor temperature,
reducing their overall efficiency. The lag observations of the mosque load are significant as the mosque
load tends to be repeated daily and weekly; hence, the kilowatt reading at the previous hour P � 1ð Þ; on
the last day at the same hour P � 24ð Þ, and the kilowatt reading in the last week at the same hour
P � 168ð Þ are assigned in this study as predictors.

Table 1: List of input features

Feature description Unit Abbreviation Input feature

Month month M x1
Day day D x2
Hour hour H x3
Power at the previous hour kW P � 1 x4
Power on the last day at the same hour kW P � 24 x5
Power last week at the same hour kW P � 168 x6
Air temperature �C Temp x7
Cloud capacity CU CC x8
Global horizontal irradiance Wh=m2 GHI x9
Relative humidity % Hum x10
Surface pressure hPa Pre x11
Wind direction �N WD x12
Wind speed m=s WS x13
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4 Correlation Between Features and Mosque Load

The Pearson Correlation Coefficient is used in this research work to measure the relationship between the
input features with the electrical load of the mosque. Hence, the Pearson Correlation Coefficient (P) of input
features xi, such that xi ¼ M ; D; H ; P � 1; P � 24; P � 168; Temp; CC; GHI ; Hum; Pre; WD; WSð Þ
and the mosque load Lð Þ is as follows:

Figure 4: Wind map of the study location, Riyadh, Saudi Arabia [30]

Figure 3: Sample of data that shows the variation in (Left) mosque load (Right) temperature at the study site
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P xi; Lð Þ ¼ cov xi; L
� �
rxi :rL

(11)

where cov xi; L
� �

is the covariance between xi and L, rxi and rL are the standard deviations of weather
variables xi and the mosque load values L, respectively. The correlation coefficients between each of the
features under consideration and the mosque load are shown in Fig. 5.

In addition, to examine the impact of different combinations of the input features, 13 sets of features are
identified. These sets are listed in Table 2. In this study, the selection of these sets was based on their
correlation with the mosque load. That is, we gave more weight to those features that are highly related
to the mosque load. For instance, the set of features (F1) contains the feature which has the highest
correlation value with the mosque load (Power at the previous hour). Similarly, F2 contains two features
that have the best two correlation values with the mosque load, and so forth.

Figure 5: The correlation values of the input features with mosque load

Table 2: The set of input features examined to forecast mosque load

Set of input features

F1 x4
F2 x4; x5
F3 x4; x5; x6
F4 x4; x5; x6; x11
F5 x4; x5; x6; x11; x7
F6 x4; x5; x6; x11; x7; x10

(Continued)
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5 Results and Discussion

The final forecasting outcomes are acquired after applying the data preprocessing technique and
identifying the importance of each feature. Hence, in this section, the feasibility of the forecasting
algorithms to predict a 1-h ahead of mosque load is presented. The results of the best forecasting model
and the best input features are shown here. Fig. 6 depicts the results of the statistical errors RMSE and
MAE, for all forecasting models with the examined input features. Furthermore, Table 3 contains the
numerical values of the error measurements with feature combinations F4, F11, and F13 considering the
four forecasting approaches.

5.1 Comparison Results of the Forecasting Algorithms

In this study, the performance of four forecasting algorithms is investigated to predict the mosque load.
Fig. 6 and Table 3 reveal that SVR-RB prediction accuracy is higher than the comparison methods. The
forecasting precision of SVR-RB varied in terms of the statistical error values. The RMSE values of
SVR-RB with different sets of features are range from 6.872 to 4.207 kW. These findings show that
SVR-RB is capable of capturing the nonlinear properties of the electrical load of the mosque.

Table 2 (continued)

Set of input features

F7 x4; x5; x6; x11; x7; x10; x9
F8 x4; x5; x6; x11; x7; x10; x9; x2
F9 x4; x5; x6; x11; x7; x10; x9; x2; x12
F10 x4; x5; x6; x11; x7; x10; x9; x2; x12; x13
F11 x4; x5; x6; x11; x7; x10; x9; x2; x12; x13; x3
F12 x4; x5; x6; x11; x7; x10; x9; x2; x12; x13; x3; x1
F13 x4; x5; x6; x11; x7; x10; x9; x2; x12; x13; x3; x1; x8

Figure 6: The forecasting model results of RMSE and MAE
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Considering other forecasting approaches, ANN shows high accuracy forecasting results followed by
SVR-Poly. For instance, the RMSE and MAE of the SVR-RB with F13 found to be 4.394 and 3.124 kW,
while ANN provided an RMSE of 4.668 kW and MAE of 3.360 kW. These findings are also obtained
with other features combination as listed in Fig. 6 and Table 3. On the other hand, SVR-Linear models
have the largest error values and are not able to track the observed values of the mosque load.

Table 3: The statistical indicators results of different sets of input features

F4

RMSE kWð Þ nRMSE %ð Þ MAE kWð Þ nMAE %ð Þ
SVR-RB 4.816 2.887 3.337 2.000

SVR-poly 5.080 3.045 3.667 2.198

SVR-linear 5.665 3.396 4.103 2.460

ANN 5.046 3.005 3.595 2.115

F11

RMSE kWð Þ nRMSE %ð Þ MAE kWð Þ nMAE %ð Þ
SVR-RB 4.207 2.522 2.938 1.761

SVR-poly 4.840 2.901 3.539 2.122

SVR-linear 5.491 3.292 4.027 2.414

ANN 4.663 2.796 3.446 2.066

F13

RMSE kWð Þ nRMSE %ð Þ MAE kWð Þ nMAE %ð Þ
SVR-RB 4.394 2.634 3.124 1.873

SVR-poly 4.907 2.942 3.567 2.139

SVR-linear 5.550 3.328 4.071 2.441

ANN 4.668 2.799 3.360 2.014

5.2 Analysis of the Input Features

Fig. 6 and Table 3 display that the input features (F11) lead to the most accurate forecasting results
among the 13 input features. This set of features contains eleven variables, namely Day, Power at the
previous hour, Power on the last day at the same hour, Power last week at the same hour, Air
Temperature, Global Horizontal Irradiance, Relative Humidity, Surface Pressure, Wind Direction, Wind
Speed. Regarding the error metrics, this set of features yields RMSE, nRMSE, MAE, and nMAE values
of 4.207 kW, 2.522%, 2.938 kW, and 1.761%, respectively.

The precision plots are visualized in the subplots in Fig. 7 with F1, F5, F11, and F13, respectively, using
SVR-RB. These subplots display the performance of SVR-RB when the observed mosque load is plotted
against the predicted load values generated from the forecasting models. It can be seen that the data are
more concentrated at the center of the regression line. This indicates that the forecasting model can
forecast the future values of the mosque load.

The input features (F11) can be considered as the optimal set of variables with all the examined
prediction approaches. Hence, the best forecasting model obtained in this study to predict the mosque
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load is by using SVR-RB with eleven variables (F11). In addition, in Fig. 8, the measured electrical load of
the mosque is compared against the forecasting results for three different days with the input feature (F11)
using the four forecasting methods. It can be seen that the SVR-RB fits the daily mosque load profile
accurately.

Figure 7: The measured vs. predicted mosque load with (a) F1, (b) F5, (c) F11, and (d) F13

Figure 8: Different simulation days displaying the performance of ANN and SVR with F11
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6 Conclusion and Future Works

In this paper, the performance of four machine learning algorithms—Artificial Neural Network (ANN),
and Support Vector Regression (SVR) based on the Radial Basis (RB) function (SVR-RB), Polynomial
(Poly) function (SVR-Poly), and Linear (Linear) function (SVR-Linear)—is examined to predict the
future hour of a mosque load located Riyadh, Saudi Arabia. To obtain the set of features that offers the
most accurate forecasting results, 13 different feature combinations are formulated. Different evaluation
metrics are used to assess the prediction accuracy of each of the considered models. These metrics are
Root Mean Square Error (RMSE), normalized RMSE (nRMSE), Mean Absolute Error (MAE), and
normalized MAE (nMAE).

The study results revealed that the SVR with RB function model has the superiority in predicting the
mosque load. Among the 13 feature sets, the set that contains eleven features led to the best prediction
outcomes with all forecasting algorithms. For the mosque load, the SVR-RB with eleven features
appeared to be the best forecasting model with the lowest forecasting errors metrics giving RMSE,
nRMSE, MAE, and nMAE values of 4.207 kW, 2.522%, 2.938 kW, and 1.761%, respectively. On the
other hand, the ANN algorithm has good forecasting accuracy results followed by SVR-Poly. In addition,
the optimal input feature selection played a significant role not only in yielding precise load forecasting
results but also in expediting the pace of the training phase.

Finally, ANN and SVR are the forecasting methods utilized in this research work. Further forecasting
approaches, such as random forest, recurrent neural networks, and long short-term memory, can be
employed to predict the mosque load by other researchers. In addition, since the performance of SVR and
ANN highly depends on their hyperparameters and architectures, optimal selection of such quantities can
be further explored to measure the sensitivity of the models to the change in these parameters.
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