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Abstract: Brain tumor detection and division is a difficult tedious undertaking in
clinical image preparation. When it comes to the new technology that enables
accurate identification of the mysterious tissues of the brain, magnetic resonance
imaging (MRI) is a great tool. It is possible to alter the tumor’s size and shape at
any time for any number of patients by using the Brain picture. Radiologists have
a difficult time sorting and classifying tumors from multiple images. Brain tumors
may be accurately detected using a new approach called Nonlinear Teager-Kaiser
Iterative Infomax Boost Clustering-Based Image Segmentation (NTKFIBC-IS).
Teager-Kaiser filtering is used to reduce noise artifacts and improve the quality
of images before they are processed. Different clinical characteristics are then
retrieved and analyzed statistically to identify brain tumors. The use of a
BraTS2015 database enables the proposed approach to be used for both qualita-
tive and quantitative research. This dataset was used to do experimental evalua-
tions on several metrics such as peak signal-to-noise ratios, illness detection
accuracy, and false-positive rates as well as disease detection time as a function
of a picture count. This segmentation delivers greater accuracy in detecting brain
tumors with minimal time consumption and false-positive rates than current state-
of-the-art approaches.

Keywords: Brain tumor detection; image segmentation; nonlinear teager kaiser
filtering

1 Introduction

Tumors in the brain are generated by the growth of abnormal cells, which then spread to other parts of
the brain. It may be caused by abnormal cell development in the brain. Brain tumor detection and division is a
difficult tedious undertaking in clinical image preparation. When it comes to the new technology that enables
accurate identification of the mysterious tissues of the brain, MRI is a great tool. It is possible to alter the
tumor’s size and shape at any time for any number of patients by using the brain picture. Radiologists
have a difficult time sorting and classifying tumors from multiple images.
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Reference [1] shows that Tumors are classified as either malignant or noncancerous. It has been proved
that the third level of brain tumors is also malignant, which leads to death, much as the greatest degree of
cancer. Early detection and treatment are critical for patients [2]. Both benign and malignant brain tumors
are regarded to constitute a threat. At long last, the tumor spreads to the brain, where it may smooth out
the other growth in the region. It is possible to have a primary tumor and a secondary one in the same
brain. The original tumor originates in the brain tissues, whereas the secondary tumor spreads to the skull
from other areas of the body [3]. Additionally, MRI is used to identify cancers since it offers information
on the organization of human soft tissue that is engaged in radiography, which may help to understand
the human body’s structure [4]. Because of its ability to shift between different soft tissues, MRI is more
important and beneficial in medical imaging. In addition, the MRI picture carries the tumor’s information
along with it. As one of the most effective medical imaging procedures, the MRI stands out among the
many options available today.

The MRI is used extensively in advanced neuroscience research to analyze the brain’s structure and
function. Soft tissue structure may be shown clearly in MR pictures. Also, MR imaging has greatly
improved the ability to identify and document brain disease. Computerized image analysis methods are
needed because the amount of data for human interpretation is too large [5]. The MRI scan is regarded as
superior to the CT scan because it has a great ability to see soft tissue [6]. MR images are more often
used for the site identification and growth imaging of brain tumors because of their increased precision
[7]. While CT and X-ray pictures are rigid, MR images are more flexible [8]. Because radiation is
harmful to the human body, MR pictures offer the benefit of not relying on it. In addition, for MRI
classification, knowledge-oriented systems, atlas approaches, shaped techniques, fuzzy schemes, variation
segmentation, and neural networks are used [9]. Two well-established techniques supervised and
unsupervised procedures, are used for MRI classification. The Supervised processes combine the k-
nearest neighbors, the Artificial Neural Network (ANN), and the support vector machine. Fuzzy c-means
plus a self-organization map make up the unsupervised technique. The supervised and unsupervised MRI
classification approach has been applied in many studies [10].

The ability to withstand numerous MRI protocols and get protocol certifications for a variety of pictures
[11]. MR images are utilized to identify the tumor component by injecting a different product into the tumor
sector [12]. The most recent medical imaging inquiry has encountered some challenges in recognizing the
brain tumor in MR pictures. Among many patients, tumor tissue may be distinguished from normal
tissue, although most of the time the two are linked. The anatomical structure of the tissue may be
precisely seen using MR imaging [13]. The information obtained by MR imaging is particularly helpful
in the detection of a brain tumor [14]. When using a computer-assisted clinical tool to diagnose a brain
tumor, the MR images must be segmented precisely. The segmentation of a brain picture is required for
the detection of a brain tumor of some kind.

The task of manually segmenting MRI scans of the brain requires considerable expertise. Furthermore,
for this, non-uniform segmentation, a lot of time, a non-repeatable assignment, and segmentation results are
required. There are situations when a computer-assisted tool may be quite helpful in this regard [15].

An area of ongoing study in the field of computerized medical diagnosis is brain tumor segmentation,
which has a high fatality rate because of brain tumors in MR images. Select findings from the calculated
tomography are shown in the MRI. Also, it gives a large variance across numerous soft tissues of the
human body in computerized medical diagnostic systems. As time goes on, the MRI will be much more
useful for brain and cancer imaging [16]. An MRI image’s characteristics are regarded as significant since
they represent a picture in its smallest form. Classifiers may classify tumors as normal or malignant using
additional feature extraction techniques [17]. In this case, the MRI is the preferred medical imaging
technique, with the image focusing on soft tissues including tendons, ligaments, and brain tissue. With
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MRI, you do not have to worry about being harmed in any way. This categorization method has been used by
several researchers in the classification of medical pictures. MRI, X-ray, Computed Tomography (CT), and
Positron Emission Tomography (PET) are all now used to identify tumours, but the MRI imaging approach is
considered to be the best because of its enhanced decision-making capabilities. k-NN Based Classification of
Brain MRI Images were introduced in [18] to categorize the benign or malignant tumor. However, the disease
detection time was higher. Tumors may be identified using the MRI approach [19]. The radiologists review
the MRI to identify the presence of abnormalities based on the visual clarity of the images [20]. To reduce the
dimension of the 3D model was proposed the data are projected to the low-dimensional subspace to reduce
the complexity of data processing using the principal component analysis (PCA) model. A two-stage
reversible robust audio watermarking algorithm is proposed to protect medical audio data. The scheme
decomposes the medical audio into two independent embedding domains, embeds the robust watermark
and the reversible watermark into the two domains respectively.

The random discrete doping (RDD) [21] in the active device area is used to derive an analytical model to
compute the standard deviation, σVth, RDD of the Vth-distribution for any arbitrary channel doping profiles.
However, improved device performance tends to offer lower Vth variability. Medical image processing made
[22] it possible to diagnose various dangerous diseases like cancer and tumor at an early stage. But extracting
the correct boundaries of the infected region through segmentation is a major challenge. Machine learning
tools and optimization methods are analysis of biomedical signals that greatly benefits the healthcare
sector by improving patient outcome through early, reliable detection.

2 Proposed Methodology

Medical imaging is the practice of capturing pictures of the human body’s interior organs to aid in the
diagnosis of disease. Using these pictures, clinicians can more easily identify the widest range of brain tumor
types. As a result of the optic nerves being damaged, Brain tumor is the main cause of memory loss. Because
repairing injured optic nerves is so difficult, early diagnosis of Brian tumors is particularly important. As a
result, it is essential to identify automatic detection of brain’s tumor. Conventionally, the identification of
brain tumors using various machine learning algorithms is quite common. However, it is still inefficient
in terms of addressing the issue of precise detection while using the least amount of time possible. Brain
tumor identification is carried out using NTKFIBC-IS, an effective segmentation approach.

Fig. 1 depicts the suggested NTKFIBC-IS method for detecting illness properly by image segmentation,
as shown. An MRI image dataset is used to count the number of MRI pictures. After the pictures are
collected, the Nonlinear Teager-Kaiser filtering approach is used to reduce noise artifacts and improve
image quality for precise illness detection. The Infomax boost clustering algorithm is then used to
separate the picture into its component components and extract the area of interest. Afterward, the picture
feature is retrieved from the inputs. As a final step, all the retrieved characteristics are compared to the
illness feature that is being tested. As a consequence, the MRI pictures of brain’s tumor illness have been
recognized as normal. Following is a breakdown of the steps involved in implementing the NTKFIBC-IS
approach as outlined above.

2.1 Nonlinear Teager-Kaiser Filtering Technique

The first step of the proposed NTKFIBC-IS technique is image preprocessing to obtain the contrast
enhancement image for accurate brain tumor detection. The contrast enhancement is obtained using the
Nonlinear Teager-Kaiser filtering technique.

Let us consider the input funds images ‘di ¼ d1; d2; . . . dN ’ are collected from the Image Database.
Each image consists of different pixels di ¼ b1; b2; . . . bn represented in the filtering windows in the
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form of rows (i) and columns ðjÞ. Then the Nonlinear Teager-Kaiser filtering highlights the edges and
suppresses the noise. Then the images are warped and interpolated as given below,

V ði; jÞ ¼
Xn

i¼1

Xm

j¼1
wabij

� �
(1)

From (1), V ði; jÞ denotes an output of the warping and interpolation to make an image smooth, wa be the
warp matrix, bij is the pixels of the image. Image warping is used for digitally manipulating an input fundus
image and correcting the image distortion. Then the normalization of input pixels is applied for ordering the
range of pixel intensity values from minimum to maximum.

Nij ¼ V ði; jÞ �minðV ði; jÞÞ
maxðV ði; jÞÞ �minðV ði; jÞÞ (2)

From (2), Nij is the normalized output of the pixels V ði; jÞ denotes pixels from the warped and
interpolation, min and max denotes a minimum and maximum value of pixels in the warping and
interpolation. After the normalization, images are then applied to median denoising for smoothing the
input image by removing the artifacts and obtaining the final super resolutions fundus image. The
formula for denoising the input image is expressed as given below,

FðxÞ ¼ medfNðbijÞg (3)

In the above Eq. (3), 0FðxÞ0 denotes an output of the median denoising andMed denotes a median, NðbijÞ
denotes a normalized value of the pixels using warped and interpolation. The resulting normalized values are
sorted ascending, with the median being the value in the middle. The median value of image pixels in the
filtering window replaces the pixels’ center values, removing the noisy ones.

2.2 Infomax Boost Clustering-Based Image Segmentation

When a group of pixels with similar features are used to separate a picture, this technique is known as
image segmentation. There is a wide range of uses for this technology, from compressing images and
identifying objects to identifying diseases and other diseases. To process a whole picture using this
method would be very inefficient. Images may then be segmented for further processing using image
segmentation. Using the Infomax boost clustering algorithm, images may be segmented for further analysis.

Figure 1: Flow process of the NTKFIBC-IS technique
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The infomax boost clustering is a machine learning ensemble technique that provides strong clustering
results by combing the weak hypothesis. A weak hypothesis is a base clustering technique that provides
slightly accurate results. On the contrary, a boost clustering technique provides well-correlated results
with the true output results. Therefore, the proposed technique uses the ensemble clustering technique to
improve brain’s tumor detection accuracy and minimizes time consumption.

The ensemble technique uses mutual informative k means the clustering technique is a weak hypothesis.
Clustering is the method of grouping similar pixels into dissimilar clusters. Initialize the ‘k’ number of
clusters R1; R2; . . .Rk and also centroid s1; s2; s3 . . . sk . Then the mutual dependence between the cluster
centroid and the pixels in the input image is measured. Mutual dependence is the probabilistic measure
that groups the pixels into different clusters. These are the probability of the two clusters being mutually
dependent:

mdðbi; skÞ ¼ pðbi; skÞlog2 pðbi; skÞ
pðbiÞpðskÞ

� �
(4)

From (4), mdðbi; skÞ indicates a mutual dependence between pixels ðbiÞ and cluster centroid sk ,
pðbi; skÞ represents the joint probability distribution, pðbiÞ and pðskÞ symbolizes a marginal probability.
By using (4), the mutual dependence between the pixels and cluster centroid is computed. Then the
gradient ascent function is used for finding the maximum dependence between the pixels and cluster
centroid.

D ¼ argmaxmdðbi; skÞ (5)

where, D indicates a gradient ascent function, argmax denotes an argument of the maximum function to
group similar pixels. The weak hypothesis results did not improve the clustering performance but it has
some errors. So, the weak hypothesis results are boosted to obtain accurate results. The weak hypotheses
are summed to obtain the final strong clustering results.

W ¼
Xn

t¼1
giðbiÞ (6)

where W denotes strong clustering results, and giðbiÞ symbolizes a weak hypothesis output. After that, a
similar weight is assigned w t {\displaystyle w_{t}} to each weak cluster.

W ¼
Xn

t¼1
giðbiÞ�b (7)

where b indicates the weight of the weak hypotheses. The weight is a random integer. Followed by, the
training error is estimated based on actual and predicted errors.

uE ¼ ðua � upÞ2 (8)

In (8), uE indicates a training error, ua denotes an actual error, up represents a predicted error. Based on
the error, weights get updated. Incorrectly grouped patterns gain a higher weight. If the weak hypotheses are
correctly grouped, then the weight is minimized. As a result, strong clustering results are obtained. Based on
the clustering results, the different segments of the regions are obtained.

3 Experimental Analyses

Experimental analysis of the proposed NTKFIBC-IS technique is used in two existing systems [1] and
[2]. The use of a BraTS2015 database enables the proposed approach to be used for both qualitative and
quantitative research. This dataset was used to do experimental evaluations on several metrics such as
peak signal-to-noise ratios, illness detection accuracy, and false-positive rates as well as disease detection
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time as a function of a picture count. This segmentation delivers greater accuracy in detecting brain tumors
with minimal time consumption and false-positive rates than current state-of-the-art approaches.

3.1 Dataset Description

BraTS2015

The annual undertaking of BraTS (Brain Tumor Segmentation using Multimodal Techniques) since
2012 following the MICCAI session. Different low-and high-grade gliomas in the brain are used for
training in the BraTS2015, along with mixed high-and low-grade brain pictures for assessment. Skull-
removed photos play a role in the proposed work. Accordingly, a few statistical parameters are given
high regard by incorporating the results of segmentation into the supplied BraTS system.

3.2 Quantitative Analysis

The suggested NTKFIBC-IS methodology and the two associated techniques have been quantitatively
analyzed using various quantitative metrics, such as the peak signal-to-noise ratio, illness diagnosis accuracy,
false-positive rate, and detection time.

The mean square error of the difference between the original noisy picture and the quality-enhanced
image is used to calculate the peak signal-to-noise ratio. The following is the formula for calculating the
mean square error and the peak signal to noise ratio.

MSE ¼ ðdi � dqeÞ2 (9)

PSNR ¼ 10� log10
Q2

MSE

� �
(10)

where, MSE symbolizes a mean square error, di signifies the original image and dqe be a quality enhanced
image, PSNR represents Peak Signal to Noise Ratio, Q indicates a Maximum possible pixel value of the
brain images (i.e., 255). The PSNR is measured in terms of decibel (dB).

Disease Detection Accuracy is defined as the ratio of several MRI images accurately detected as brain
tumor or normal from the total number of MRI images.” Therefore, the accuracy of disease detection is
mathematically expressed as follows,

DDA ¼ Ka

N

� �
�100 (11)

When N is the total number of fundus photos, and Ka is the number of fundus images successfully
diagnosed as brain tumor or normal, the value of DDA reflects the disease detection accuracy, and N is
the total number of fundus images. Accuracy in illness detection is assessed in percentages (percent).

Time spent by an algorithm to identify a picture as normal or glaucoma may be used to measure illness
detection time. Therefore, the overall disease detection time is expressed as follows,

DDT ¼ N�tðDDSÞ (12)

where, DDT disease detection time, ‘N ’ indicate several fundus images, ‘tðDDSÞ’ specifies the time taken by
the algorithm to process and detect the single fundus image. The disease detection time is measured in
milliseconds (ms).

Table 1 shows the peak signal-to-noise ratio performance analysis with different picture sizes derived
from the ARIMA database. The 10 distinct peak signals to noise ratios for each approach are shown in
the table value.
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The findings show that the NTKFIBC-IS methodology outperforms the other two techniques currently
in use. For the sake of determining the peak signal-to-noise ratio, we will use the 21.3 KB picture. The
NTKFIBC-IS approach has a mean square error of 0.25 and a peak signal to noise ratio of 54.15 dB. The
mean square error and the peak signal to noise ratio are 0.36 and 52.56 dB, respectively, when using
the Joint CNN [1]. Similarly, LARKIFCM [2] has a mean square error of 0.64 and a PSNR of 50.06 dB.
The NTKFIBC-IS method has a lower mean square error and a greater peak signal-to-noise ratio, as
shown by the statistics. As a consequence, 10 distinct outcomes may be found for each approach. There
is a comparison of NTKFIBC-IS a finding with previously observed results. Averaging 10 findings, the
NTKFIBC-IS approach improves the peak signal-to-noise ratio by 4% in comparison to [1] and 8% when
compared to [2].

Fig. 2 shows the comparison of peak signal to noise ratio using three distinct methodologies. The
following graph shows that the peak signal-to-noise ratio and the various retinal picture sizes as supplied
in the horizontal direction may be examined on the vertical axis. The graph is non-linear because the
input picture has varying degrees of noise. The two-dimensional graph shows that the suggested strategy
improves performance outcomes when compared to the two previous approaches. For this enhancement,
the Nonlinear Teager-Kaiser filtering method is used to eliminate noise artifacts from the original picture.
Noiseless pixels are eliminated from the retinal picture in this procedure. This improves the image’s
quality while also reducing the mean square error.

Table 1: Comparison of peak signal to noise ratio

Image size (KB) Peak signal to noise ratio (dB)

NTKFIBC-IS Joint RCNN LARKIFCM

21.3 54.15 52.56 50.06

15.4 52.56 50.06 49.04

16.5 54.15 51.22 48.13

19.8 56.08 54.15 52.56

23.2 52.56 50.06 49.04

26.9 51.22 50.28 48.13

20.4 50.06 48.13 47.30

17.9 51.22 49.04 48.13

25.1 52.56 50.06 49.04

24.6 54.15 52.56 50.06

42
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Figure 2: Graphical representation of the peak signal to noise ratio

CSSE, 2023, vol.46, no.2 2595



Table 2 compares illness detection accuracy with the number of retinal pictures obtained from 10 to 100.
Various methods provide different levels of precision. The obtained results show that the suggested
NTKFIBC-IS method outperforms well in terms of obtaining greater accuracy. Ten retinal photos from
the ARIMA database are here for consideration. For eight out of the ten photos, glaucoma or normal
vision may be accurately identified at an average of 80 percent. The other two approaches [1,2] have an
accuracy of 70% and 60%, respectively. The NTKFIBC-IS approach used in this statistical study delivers
more accurate findings than the others. As with nine runs, different input picture counts are used for
testing. In this comparison, the total observed NTKFIBC-IS findings are compared to the accuracy of the
current results. When compared to conventional JointRCNN [1], LARKIFCM [2], the NTKFIBC-IS
approach improves illness detection accuracy by 6% and 11%, respectively.

It is shown in Fig. 3 that the illness detection accuracy of 100 eye retinal pictures. As can be seen from
the accompanying graphs, the accuracy varies depending on the number of input photographs. The suggested
NTKFIBC-IS methodology has the best illness detection accuracy among the three techniques. Infomax
Boost Clustering Based Segmentation and feature extraction are used to get these results. Image
segmentation is done using a clustering approach known as an ensemble. The clinical characteristics are
extracted from the image’s area of interest, which is determined using the segmented findings. It is
determined whether or not the picture contains evidence of glaucoma using the estimated feature value.

Table 2: Comparison of disease detection accuracy

Number of images Disease detection accuracy (%)

NTKFIBC-IS Joint RCNN LARKIFCM

10 80 70 60

20 85 80 75

30 90 87 83

40 93 88 85

50 92 86 84

60 93 90 87

70 91 87 83

80 94 90 88

90 92 88 86

100 90 86 84
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Figure 3: Graphical representation of the disease detection accuracy
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Table 3 and Fig. 4 show the findings of illness detection time vs. the number of retinal pictures acquired
from the ARIMA database. A shorter detection time may be achieved via preprocessing and segmentation, as
shown by the observed outcomes. Detecting illness with accuracy takes longer because of the increased noise
in the input photos In addition; illness diagnosis is conducted using the whole picture, which takes longer to
identify the supplied input image. Partitioning the input picture into parts solves this issue. For picture
segmentation, the infomax boost clustering method is used. Glaucoma illness detection time is also
reduced as a result of this.

The illness detection time may be calculated using 10 retinal pictures in the first run. The illness
detection times of [1] and [2] are 20 ms and 23 ms, respectively, but the NTKFIBC-IS approach takes 17
ms to complete. Additionally, each of the nine runs is conducted with a distinct number of retinal
pictures. Results of the proposed NTKFIBC-IS methodology are compared to those of current techniques.
A comparison of the NTKFIBC-IS approach with the two most recent techniques, JointRCNN [1] and
LARKIFCM [2], shows an 8 percent and a 15 percent reduction in the time required to identify sickness.

Table 3: Comparison of disease detection time

Number of images Disease detection time (ms)

NTKFIBC-IS JointRCNN LARKIFCM

10 17 20 23

20 24 26 30

30 27 30 33

40 32 35 38

50 38 40 43

60 40 44 48

70 44 47 49

80 48 52 56

90 52 55 58

100 55 57 60
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Figure 4: Graphical representation of the disease detection time
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4 Conclusion

The NTKFIBC-IS approach is obtained by automated screening systems to identify brain tumors, which
is more accurate for early detection and tumor identification. To begin, the NTKFIBC-IS method uses
nonlinear filtering to minimize the noise in the input MRI image and thus enhance image contrast. Once
the preprocessed MRI image has been cleaned up, an ensemble clustering-based segmentation procedure
is used to extract the most interesting parts of the area. Finally, the image’s segmented portion is used to
remove clinical characteristics that are next compared to a specified threshold value. As a consequence,
photos of a normal brain tumor or a Brian tumor are appropriately identified. A picture database is used
to undertake a complete experimental assessment. Analysis of the quantitative and qualitative
performance of NTKFIBC-IS and other approaches is performed. The systematic quantitative findings
confirmed to the NTKFIBC-IS methodology was implemented better than other relevant techniques in
terms of improved illness diagnosis accuracy and shorter disease detection time.
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