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Abstract: The Brain Tumor (BT) is created by an uncontrollable rise of anoma-
lous cells in brain tissue, and it consists of 2 types of cancers they are malignant
and benign tumors. The benevolent BT does not affect the neighbouring healthy
and normal tissue; however, the malignant could affect the adjacent brain tissues,
which results in death. Initial recognition of BT is highly significant to protecting
the patient’s life. Generally, the BT can be identified through the magnetic reso-
nance imaging (MRI) scanning technique. But the radiotherapists are not offering
effective tumor segmentation in MRI images because of the position and unequal
shape of the tumor in the brain. Recently, ML has prevailed against standard
image processing techniques. Several studies denote the superiority of machine
learning (ML) techniques over standard techniques. Therefore, this study devel-
ops novel brain tumor detection and classification model using met heuristic opti-
mization with machine learning (BTDC-MOML) model. To accomplish the
detection of brain tumor effectively, a Computer-Aided Design (CAD) model
using Machine Learning (ML) technique is proposed in this research manuscript.
Initially, the input image pre-processing is performed using Gaborfiltering (GF)
based noise removal, contrast enhancement, and skull stripping. Next, mayfly
optimization with the Kapur’s thresholding based segmentation process takes
place. For feature extraction proposes, local diagonal extreme patterns (LDEP)
are exploited. At last, the Extreme Gradient Boosting (XGBoost) model can be
used for the BT classification process. The accuracy analysis is performed in terms
of Learning accuracy, and the validation accuracy is performed to determine the
efficiency of the proposed research work. The experimental validation of the pro-
posed model demonstrates its promising performance over other existing
methods.
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1 Introduction

Brain tumours (BT), one of the most terrifying diseases, are brought on by the unchecked growth of
brain cells and can be considered the most complex organ in the human body. All age groups can be
affected by BT [1]. Inappropriately, the root cause of many brain cancers becomes unknown. Some of the
risk factors relevant to brain cancers are genetic conditions, age, and radiation. Yet, there exist above
120 different brain cancers documented. But it is classified into two groups they are metastatic and
primary brain cancers [2]. Brain cells from healthy brains are the source of primary BT. The fundamental
BT types were determined by the cells of origin. For instance, primary BTs arise from gliomas, which are
glial cells. Moreover, certain cancers originate from many cell types, like oligo-astrocytoma. The
proposed research is being carried out for finding the root cause of primary BTs however certain factors
related to the tumors, which include genetic conditions, age, and radiation [3].

The uncontrollable growth of tumors necessitates a precise primary BT diagnosis, which will be
beneficial for the treatment, particularly in the early stages. Because the patient who receives treatment in
the initial stage is likely to survive [4]. Presently, many diagnosis outcomes were done through medical
imaging. MRI is the first choice for primary BT identification because it may provide better imaging
results for soft tissues than computed tomography (CT). Experts will have difficulty manually interpreting
MRIs due to high intra-and inter-observer variability, however [5]. Because CAD systems could help
medical professionals in their diagnosis, industry and academia became very interested in computer-aided
diagnosis (CAD). With the unprecedented advancement of artificial intelligence (AI) and computer vision
(CV) technology, CAD mechanism could enforce automated brain MRI analysis and present the
diagnosis outcomes. For the past few years, an ocean of CAD techniques was devised for diagnosing BTs [6].

The CAD of tissues and cancers has increased with the development of healthcare technologies and the
expansion of digital image processing [7]. Since there will be no risk of ionising radiation and MRI can
precisely identify blood circulation in veins, it was chosen for this diagnosing system. In recent years,
various methods were suggested for CAD systems for BT, namely deep networks (NWs), fused vectors,
transfer learning (TL), and Support Vector Machine (SVM). With recent developments in deep NWs,
CNN was extensively used for many CAD systems [8]. According to CNN, there are numerous layers in
which distinct features are extracted, and complex inputs are transformed into activated forms using
partial differential functions [9]. It is possible to build the layers on top of one another. The FC layer, the
convolution layer, and the pooling layer are the three core layers of the CNN stricture. A vanishing
gradient issue might occur if small numbers occur during gradient computation [10]. To evade vanishing
gradient complexity, a Re-LU layer was included after every convolution layer as an element-wise
activator function.

This study focuses on the design of a novel brain tumor detection and classification model employing
metaheuristic optimization with a machine learning (BTDC-MOML) model. Initially, the input image pre-
processing is performed using Gabor filtering (GF) based noise removal, contrast enhancement, and skull
stripping. Then, mayfly optimization with Kapur’s thresholding-based segmentation process takes place.
For feature extraction proposes, Local Diagonal Extrema Patterns (LDEP) are exploited. At long last, the
BT classification process can make use of the extreme gradient boosting (XGBoost) model. The
experimental verification of the suggested model shows that it outperforms other models in a positive way.

1.1 Advantages of the Proposed Work

On implementing the proposed work, better detection of the Brain Tumor (BT) can be achieved with a
high level of accuracy. The learning accuracy and the prediction accuracy of brain tumor detection can be
achieved to be more in this proposed work. This enhanced efficiency is achieved in the proposed work on
implementing the Computer Aided Design in the Machine Learning model.
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1.2 Organization of the Research Article*

This research article is organized with a brief introduction in Section 1. The results of the related works
are listed in Section 2, assisting in framing the objectives of the proposed work. A detailed illustration of the
proposed methodology is performed in Section 3, followed by the validation of evaluated results in Section 4.
Finally, the article is concluded by listing the merits and the future scope of research in Section 5.

2 Related Worksfor Prior BT Classification Models

In [11], the authors have formulated an automatic computer-aided network for finding MR-BT class that
is LGG and HGG. For BT classification, the authors favour a Gabor-modulated Convolutional filter-oriented
classifier. This mere modulation of standard Convolutional filters by GF allows the presented structure to
study comparatively small feature maps reducing the demand for network parameters. Rasool et al. [12]
presented a novel hybrid CNN-oriented structure for classifying 3 BT types by using MRI images. The
technique recommended in this study will use hybrid DL classification related to CNN with 2 techniques.
In [13], the MRI images were pre-processed, and segmentation can occur by altered Level set technique
for segmenting cancer. Moreover, it becomes significant to derive valuable features for predicting the
image class precisely. In the adaptive ANN, the layer neurons were maximized through WOA.

Noreen et al. [14] devise a technique of concatenation and multilevel feature extraction for the initial
diagnosis of BT. Two pre-trained DL methods they are DensNet201, and Inception-v3, make this method
valid. In [15], CNN can be utilized for performing BT segmentation. The research scholars formulated a
new optimized method related to the firefly technique for maximizing segmentation efficiency. The
presented firefly technique maximizes the CNN method’s indispensable hyper-parameters. Sajjad et al.
[16] present a new CNN-related multi-grade BT classifying mechanism. At First, cancer parts from an
MR image were segregated by a DL method. The presented mechanism was then effectively trained
using extensive data augmentation, which avoided data problems when dealing with MRI for multi-grade
BT classification.

In [17], a DL-related technique employing various MRI modalities was offered for segmenting BT. The
presented hybrid CNN structure leverages the patch-based method and considers both contextual and local
information during the prediction of the output label. The presented network handles over-fitting issues by
using dropout regularized alongbatch normalization in which data imbalance issue deals with utilizing a 2-
stage training process. Polly et al. [18] formulates a computerized system for distinguishing abnormal brains
and normal brains with cancer in MRI images and even categorizing the abnormal BT into LGG or HGG
cancers. The presented computerized system will use k-means as the segmenting method for clustering,
while PCA and Discrete Wavelet Transform (DWT) were the main parts of the feature reduction and
feature extraction systems.

3 Proposed BTDC-MOML Model

An innovative BTDC-MOML approach was proposed for the BT classification process in this article.
The BTDC-MOML technique encompasses image pre-processing, optimal Kapur’s thresholding-based
segmentation, LDEP feature extraction, and XG-Boost classification. Here, input image pre-processing is
performed using GF-based noise removal, contrast enhancement, and skull stripping. Next, the MFO with
Kapur’s thresholding-based segmentation process takes place. Besides, LDEP feature extraction and XG-
Boost classification model is performed in this study. Fig. 1 portrays the complete process of BTDC-
MOML approach.
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Figure 1: Architecture of BTDC-MOML approach

3.1 Image Pre-Processing

In this proposed work, the input image pre-processing can be performed using GF-based noise removal,
contrast enhancement, and skull stripping. The biological pertinence and computational dynamics of Gabor
wavelets make them appropriate for using in image analysis [19]. They were maximized in space and
frequency domain. Gabor wavelets (wh;q) were mathematically denoted as:

wh;q ¼
j kh;q
�� ��j2
r2

e � kh;q
�� ��j2�� �� zj jj2

2r2

 !
eikh;qz � e�

r2
2

� �
(1)

kh;q ¼ kqe
ihq (2)

Whereas h denotes orientation and q describes the scale of kernels, z ¼ h; qð Þ; :j jj j denotes the vector
norm operator, and kh;q indicates wave vector.

kq ¼ k max

f q
(3)

fh ¼
ph
4

(4)

k max denotes the upper threshold of frequency. Every Gabor kernel specified in Eq. (1) could be
produced by the mother wavelet by rotating and scaling the wave vector kh;q: The 1st and 2ndterm
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considered the kernel oscillations and compensation for dc values in Eq. (1). Next, the CLAHE-based
contrast enhancement process is performed, and the skull stripping procedures take place.

3.2 Image Segmentation

At this stage, the BTDC-MOML technique applies MFO with Kapur’s thresholding-based image
segmentation model. Kapur’s entropy operates on the identification of optimum threshold values, which
partitions the comparable regions in the image by the maximization of the entropy of the histogram [20].
At the bi-level threshold, it is needed to determine the threshold value t, which partitions the image to
background and foreground, such as B and F, for maximization of the succeeding functions:

Maximize: f nð Þ ¼ Bþ F (5)

B ¼ �
Xt�1

i¼0

Xi

T0
� ln Xi

T0
; Xi ¼ Pi

T
; T0 ¼

Xt�1

i¼0
Xi (6)

F ¼ �
XL�1

i¼t

Xi

T1
� ln Xi

T0
; Xi ¼ Pi

T
; T1 ¼

Xt�1

i¼t
Xi (7)

Pi computes pixel count with grayscale value i, and T indicates pixel count in the image. T0 and T1
denote the corresponding probability of every class. The highest pixel value in a greyscale level, L,
equaled 255. The threshold value for the bi-level issues was determined using the previous function.
Likewise, it is implemented simply for managing the multilevel threshold issue by redesigning as given
below:

f t0; t1; t2; . . . ; tnð Þ ¼ R0 þ R1 þ R2 þþRn (8)

R0 ¼ �
Xt0�1

i¼0

Xi

T0
� ln Xi

T0
; Xi ¼ Pi

T
; T0 ¼

Xt1�1

i¼0
Xi (9)

R1 ¼ �
Xt1�1

i¼t0

Xi

T1
� ln Xi

T1
; Xi ¼ Pi

T
; T1 ¼

Xt1�1

i¼t0
Xi (10)

R2 ¼ �
Xt2�1

i¼t1

Xi

T2
� ln Xi

T2
; Xi ¼ Pi

T
; T2 ¼

Xt2�1

i¼t1
Xi (11)

Rn ¼ �
XL�1

i¼tn

Xi

Tn
� ln Xi

Tn
; Xi ¼ Pi

T
; Tn ¼

XL�1

i¼tn
Xi (12)

Whereas n denotes the threshold levels count, and ti represents the verge values, i.e.,: i ¼ 0; 1; 2, n.
Finally, this presented technique will increase exertion on exploiting Eq. (8) for finding the best threshold
values. For determining the finest threshold values, the MFO algorithm is exploited. Mayfly is a new
heuristic approach to resolving the complicated nonlinear optimization problems [21]:

Initialization: At the t time step, the MF location in a 2D searching domain is initialized using
a ¼ ða1; . . . ; adÞT and b ¼ ðb1; . . . ; bdÞT , correspondingly, and a velocity v ¼ ðv1; . . . ; vdÞT is
allocated to all the mayflies.

Estimation of performance: The primary function (F) defines the efficiency of MFs. In all the iterations,
the global position (gbest) and best personal (pbest) are saved in the algorithm. One cycle (Cyc) is the period
between the total vacation, charging, and travel duration for each visited node and two charging demands.
The fitness function aims to minimise MC’s overall distance travelled, the cycle count, and system total
power utilization that exploits mobile charging vacation time.
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F ¼ Cyc

102blog10Cycc
�1�8

� �2

þ emin �1�8
� �2þ ethresh�1�8

� �2þ 1

svac
�1�8

� �2

þ Dtota1

102blog10Dtota1c �1�8

� �2

(13)

s:t E min , e min , ethresh0E min ¼ 0:05� E maximum

e max , ethresh,E max ; E max ¼ 10:8kJ

Velocity and position upgrades: Every MFs location can be attuned based on its neighbour and its own
experiences. The male MFs position and velocity update are given below:

atþ1
i ¼ ati þ V tþ1

i (14)

V tþ1
i ¼ g � V t

ij þ x1e
�bn2p pbestij � atij

	 

þ x2e

�bn2g gbestj � atij

	 

(15)

However, it should endure in its nuptial dance, and the optimal male MF update the velocity based on
Eq. (17) for the functionality of the algorithm.

V tþ1
i ¼ V t

i þ m� n (16)

The female MFs velocity and position are upgraded based on Eq. (17):

btþ1
i ¼ bþ V tþ1

i (17)

V tþ1
i ¼ g � V t

ij þ x
�bn2

mf
ðat
ij

2e eb
�bt

i iÞ if f bið Þ. f aið Þ
g � V t

ij þ fl � n if f bið Þ � f aið Þ

(
(18)

In Eq. (18), x1 and x2 denote individual learning parameters. g, β, m, and fl denote the inertia nuptial
dance, random flight, weight, distance sight, and coefficient correspondingly. The Cartesian distance is
characterized as np and ng, and n shows a random number in the range of [−1, 1]. In the random flight,
female MFs move faster than male MFs, while male MFs are expected to move more slowly during the
nuptial dance.

Selection: Parent MFs are selected for mating according to their fitness value. Consequently, the high the
fitness values, the more significant probability of selection.

Crossover: Accordingly, one parent is chosen from the male population and the other from the female
population when two MFs mate. Similarly, parents are chosen based on a female’s attraction to MFs. After
that, the ideal female breeds with the ideal male, the ideal female with the ideal male, etc. In the following,
two offspring (children) are generated:

Mchild1 ¼ ��Mmale þ 1��ð Þ �Mfemale (19)

Mchild2 ¼ ��Mfemale þ 1��ð Þ �Mmale (20)

Male signifies male, andMemale female parents� shows a random value in a provided range, whereas the
initial velocity of the children was fixed as 0.

Mutation: The mutation was familiarised after estimating the execution of children. Mutating the
offspring thwarted the model’s ability to obtain local minima. To induce a mutation, a value with a
random uniform distribution is added to the chosen children, as represented in Eq. (20),
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MChild0a ¼ MChilda þ rNa 0; 1ð Þ (21)

In Eq. (21), r and Na are the standard deviation and normal distribution, respectively. Additionally,
mutated children’s performance is estimated.

Population Fusion: The mutated offspring are merged with a non-mutated offspring before being equally
divided. As a result, new children are produced.

For the purpose of choosing the next generation of MFs to optimise, the performance of the parent and
child populations is arranged.

3.3 Feature Extraction

During the feature extraction process, the images which are segmented were sent into the LDEP model.
The overall procedure of computation of LDEPi;j for center pixel I i;j is demonstrated as follows [22].
Consider Qi;j

n represents the n�th diagonal neighbours of the center pixel Qi;j at D distance from the
center pixel Qi;j, considered n 2 1; 4½ � and Qi;j shows the pixel at i�th rows and j�th columns of the
gray scaled image M having m1 rows and m2 columns.

Where I i;jn and I i;j denote the intensity value of Qi;j
n and Qi;j, correspondingly. The initial-order diagonal

derivative is attained once a is fixed as 0, 1, and 2. The index of local diagonal extrema is described as
follows.

s max ¼ arg max sign að Þ ¼ 08a 2 0; 2½ �ð Þ (22)

smin ¼ arg min sign að Þ ¼ 08a 2 0; 2½ �ð Þ (23)

whereas,

sign að Þ ¼ 1; a � 0
0; a , 0

� �
(24)

The value denotes the local diagonal extrema and the mean pixel values. Here, Ei;j
max and Ei;j

min are
regarded as local diagonal extrema-centre difference factors for I i;jmax and I i;jmin . The values of LDEPi;j

n is
determined as follows.

LDEPi;j
n ¼ 1; if n ¼ s max þ 8xð Þ or n ¼ s min þ 4þ 8xð Þ

0; otherwise

�
(25)

At last, LDEPi;j
n is the pattem calculated over an image of size m1Xm2 as follows.

LDEPi;j
n m1 � m2ð Þ ¼ LDEPi;j

1 ; LDEP
i;j
2 ; 	 	 	 ; LDEPi;j

dim

� �
(26)

3.4 Image Classification

Finally, the XG-Boost model is utilized for BT classification purposes. XG-Boost is an optimization
technique that integrates a linear mechanism with a boosting tree algorithm [23]. It employs the initial
and second derivatives of the loss function for second-order derivation. This enables the approach to
converge to increase the efficacy of the optimum solution and the global optimality faster. For a provided
n samples and m feature dataset D ¼ f xi; yið Þð Dj j ¼ n; xi 2 Rm; yi 2 R are determined in the following
equation

obj hð Þ ¼
Xn

i
l yi; ŷið Þ þ

XT

t¼1
� ftð Þ (27)
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In Eq. (27), l denotes the loss function, hence the small l is, the improved the performance of the model.
ft Indicate the t�th tree.

L tð Þ ’
Xk

i¼1

�
l yi; ŷ

t�1ð Þ
i

	 

gift

1

2
bif

2
t xið Þ þ �ðftÞ

�
(28)

In Eq. (28), gi ¼ @ŷ t�1ð Þ l yi; ŷ
t�1ð Þ

	 

signifies the initial derivative of all the samples and

hi ¼ @2
ŷ t�1ð Þl yi; ŷ

t�1ð Þ
	 


characterizes the 2nd derivative of all the samples, and the loss function only

depending on the 1st and 2nd derivatives.

While applying the XG-Boost incorporated learning model to forecast protein sub-mitochondria, the
fundamental step is to improve the learning, booster, and general parameters of the XG-Boost.

4 Experimental Validations

The Brain Tumor (BT) classification performance of the BTDC-MOML method is examined in this
section. As shown in Table 1, the dataset consists of 7004 samples from four classes. In Fig. 2, some
sample images are shown.

Table 1: Dataset particulars

Class No. of samples

Glioma 1612

Meningioma 1644

Pituitary 1756

No Tumor 1992

Total sample quantity 7004

Figure 2: Sample images
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In Fig. 3, it was established the confusion matrices produced by the BTDC-MOML method in various
classes. The figure showed that the four distinct class labels had been correctly classified using the BTDC-
MOML method.

Figure 3: Confusion matrices of BTDC-MOML approach (a) 80% of TR data, (b) 20% of TS data, (c) 70%
of TR data, and (d) 30% of TS data
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Table 2 and Fig. 4 highlight the BT classification effect of the BTDC-MOML model. The obtained
values denote that the BTDC-MOML method has accomplished enhanced performance. For instance,
with 80% of the TR dataset, the BTDC-MOML approach has offered average accuracy of 97.83%, precn
of 95.71%, recal of 95.63%, F�score of 95.67%, and MCC of 94.22%. Temporarily, with 20% of TS
dataset, the BTDC-MOML technique has rendered average accuracy of 97.75%, precn of 95.58%, recal of
95.54%, F�score of 95.55%, and MCC of 94.05%. In parallel, with 70% of TR data, the BTDC-MOML
algorithm has provided average accuracy of 97.67%, precn of 95.24%, recal of 95.33%, F�score of
95.28%, and MCC of 93.74%. Finally, with 30% of TS data, the BTDC-MOML method has granted
average accuracy of 97.62%, precn of 95.24%, recal of 95.21%, F�score of 95.22%, and MCC of 93.64%.

Table 2: Performance investigation of BTDC-MOML method with discrete group of label and procedures

Training phase (80%)

Class Accuracy Precision Recall F-score MCC

Glioma 97.32 94.91 93.28 94.09 92.36

Meningioma 99.02 98.11 97.74 97.93 97.28

Pituitary 97.70 94.98 95.73 95.35 93.83

No Tumor 97.29 94.84 95.78 95.31 93.40

Average 97.83 95.71 95.63 95.67 94.22

Testing phase (20%)

Class Accuracy Precision Recall F-score MCC

Glioma 97.64 96.58 93.39 94.96 93.45

Meningioma 98.72 96.26 98.10 97.17 96.35

Pituitary 97.29 95.15 94.64 94.89 93.05

No Tumor 97.36 94.32 96.05 95.18 93.37

Average 97.75 95.58 95.54 95.55 94.05

Training phase (70%)

Class Accuracy Precision Recall F-score MCC

Glioma 97.27 93.57 94.26 93.91 92.15

Meningioma 98.14 94.97 97.21 96.07 94.87

Pituitary 97.16 95.38 93.49 94.42 92.53

No Tumor 98.12 97.05 96.36 96.70 95.39

Average 97.67 95.24 95.33 95.28 93.74

Testing phase (30%)

Class Accuracy Precision Recall F-score MCC

Glioma 97.05 94.67 93.20 93.93 91.99

Meningioma 98.43 95.87 97.60 96.72 95.70

Pituitary 97.38 95.10 93.76 94.43 92.72

No Tumor 97.62 95.31 96.28 95.79 94.14

Average 97.62 95.24 95.21 95.22 93.64
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Fig. 5 illustrates the training accuracy (TRA) and validation accuracy (VLA) gains made by the BTDC-
MOML methodology in the test dataset. The results of the experiment showed that the BTDC-MOML
approach had attained maximum TRA and VLA values. VLA appears to be greater than TRA. In the test
dataset, the training loss (TRL) and validation loss (VLL) gained by the BTDC-MOML technique are
shown in Fig. 6. The experimental findings show that the BTDC-MOML method has the lowest TRL and
VLL values. Particularly, the VLL is lower than the TRL.

Fig. 7 shows a precise precision-recall analysis of the test dataset using the BTDC-MOML algorithm.
The figure shows that every class label’s precision-recall values have improved as a result of the BTDC-
MOML approach.

Fig. 8 displays a quick ROC analysis of the BTDC-MOML algorithm in the test dataset. The results
implied by the BTDC-MOML method have demonstrated its aptitude for classifying various groups in
the test dataset.

To ensure the improved BT classification performance of the BTDC-MOML method, a comparative
study is made in Table 3 and Fig. 9 [4,24]. The outcomes indicated the enhancements of the BTDC-
MOML model over other recent approaches. For example, in terms of precn, the BTDC-MOML method
has rendered an increased precn of 95.71%, where the NB, BoVW-based SVM, CNN, VGG19, AlexNet,
and ResNet34 models have obtained reduced precn of 92.12%, 94.78%, 95.22%, 92.49%, 91.02%, and
94.76% respectively. Moreover, in terms of recal, the BTDC-MOML model [25] has offered an increased
recal of 95.63%. In contrast, the NB, BoVW-based SVM, CNN, VGG19, AlexNet, and

Figure 4: Average analysis of BTDC-MOML approach (a) 80% of TR data, (b) 20% of TS data, (c) 70% of
TR data, and (d) 30% of TS data
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ResNet34 approaches have attained reduced recal of 85.75%, 95.55%, 95.18%, 93.91%, 92.10%, and
90.81% correspondingly. At last, concerning to F�score, the BTDC-MOML algorithm has granted an
increased F�score of 95.67%, whereas the NB, BoVW-based SVM, CNN, VGG19, AlexNet, and
ResNet34 methodologies [26] have gained reduced F�score of 83.11%, 95.38%, 95.17%, 90.13%, 91.93%,
and 89.02% correspondingly.

Figure 5: TRA and VLA analysis of BTDC-MOML approach

Figure 6: TRL and VLL analysis of BTDC-MOML approach
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Figure 7: Precision-recall curve analysis of BTDC-MOML approach

Figure 8: ROC curve analysis of BTDC-MOML approach

Table 3: Relative analysis of BTDC-MOML approach with recent algorithms

Methods Precision Recall Accuracy F-score

BTDC-MOML 95.71 95.63 97.83 95.67

Naïve Bayes 92.12 85.75 88.94 83.11

BoVW-based SVM 94.78 95.55 95.59 95.38

CNN Algorithm 95.22 95.18 96.93 95.17

VGG19 92.49 93.91 90.48 90.13

AlexNet 91.02 92.10 94.82 91.93

ResNet34 94.75 90.81 96.78 89.02
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A detailed accuy examination of the BTDC-MOML method with current methods [27] is given in
Fig. 10. According to the results, the VGG19 model achieved unquestionably improved accuracy of
90.48% while the NB method demonstrated the least accuracy of 88.94%. Subsequently, the BoVW-
based SVM, CNN, AlexNet, and ResNet34 models have reached closer accuy of 95.59%, 96.93%,
94.82%, and 96.78%, respectively [28]. However, the BTDC-MOML model has exhibited maximum
accuracy of 95.71%. Therefore, the BTDC-MOML method was treated as an effectual solution for BT
detection and classification.

5 Conclusion

In this proposed work of Brain Tumor detection, a new BTDC-MOML algorithm is devised for the BT
classification process. The BTDC-MOML technique encompasses image pre-processing, optimal Kapur’s
thresholding-based segmentation, LDEP feature extraction, and XG-Boost classification. Here, the input
image pre-processing is performed using GF-based noise removal, contrast enhancement, and skull
stripping. Next, the MFO with Kapur’s thresholding-based segmentation process takes place. Besides,
LDEP feature extraction and XG-Boost classification model is performed in this work. The experimental
outcome of the proposed method demonstrates its promising performance over other existing models. The

Figure 9: Comparative analysis of BTDC-MOML technique with recent approaches

Figure 10: Accuracy analysis of BTDC-MOML technique with recent approaches
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experimental result signified the superior results of the BTDC-MOML method to other methods. The
performance analysis of the proposed work exhibits an average accuracy of 97.83%, precn of 95.71%,
recal of 95.63%, F�score of 95.67%, and MCC of 94.22%. In addition, the BoVW-based SVM, CNN,
AlexNet, and ResNet34 models have reached closer accuy of 95.59%, 96.93%, 94.82%, and 96.78%
respectively. However, the BTDC-MOML model has exhibited maximum accuracy of 95.71%. In
upcoming days, deep learning-based segmentation approaches can be implemented to improvise the
diagnostic performance.
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