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Abstract: This paper proposes a deep neural network (DNN) approach for
detecting fake profiles in social networks. The DNN model is trained on a
large dataset of real and fake profiles and is designed to learn complex features
and patterns that distinguish between the two types of profiles. In addition, the
present research aims to determine the minimum set of profile data required
for recognizing fake profiles on Facebook and propose the deep convolutional
neural network method for fake accounts detection on social networks, which
has been developed using 16 features based on content-based and profile-
based features. The results demonstrated that the proposed method could
detect fake profiles with an accuracy of 99.4%, equivalent to the achieved
findings based on bigger data sets and more extensive profile information. The
results were obtained with the minimum available profile data. In addition,
in comparison with the other methods that use the same amount and kind
of data, the proposed deep neural network gives an increase in accuracy of
roughly 14%. The proposed model outperforms existing methods, achieving
high accuracy and F1 score in identifying fake profiles. The associated findings
indicate that the proposed model attained an average accuracy of 99% while
considering two distinct scenarios: one with a single theme and another
with a miscellaneous one. The results demonstrate the potential of DNNs
in addressing the challenging problem of detecting fake profiles, which has
significant implications for maintaining the authenticity and trustworthiness
of online social networks.
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1 Introduction

In recent decades, social media has significantly influenced interpersonal relationships, transform-
ing the internet into a virtual platform for online development, trade, and exchanging knowledge by
individuals and their organizations [1]. The various social communication systems have value chains
aimed at certain user groups. For example, users may reunite with old acquaintances by browsing
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their Facebook profiles, and social media such as Twitter provides relevant updates and news of the
following profiles. On the other hand, there are social network sites with different purposes, like
LinkedIn, which is intended to serve as a support system for professional groups. Therefore, users
are encouraged to fill their profiles with a significant number of personal data and to explore other
users who share the same interests. According to usage rates, Facebook is the most popular social
media platform, with 800 million monthly visits [2].

Estimates provided by Cloudmark suggest that between 20 and 40 percent of accounts on both
Facebook and Twitter might be fake profiles [3]. It is becoming more challenging to tell a real user from
a fake due to the high levels of user engagement that occur every day and the millions of transactions
that take place each day. The anticipated outcomes from the efforts to elicit user participation in
identifying fake accounts have not been attained [3]. In addition, when it comes to networks that
have strict user privacy policies, there is a tiny amount of available public data. Thus, differentiating
between fake and valid profile pages has become quite tricky systematically before trusting a possible
association. In this piece of work, a way for distinguishing authentic accounts from false accounts in
a logical manner is proposed. The approach is based on the limited publicly accessible account data
on websites with strict privacy regulations, such as LinkedIn.

Social media’s growth can potentially raise people’s social evaluation and popularity. In particular,
social network users may gain popularity by amassing many likes, follows, and remarks. On the other
hand, establishing fake profiles is much too simple, and such accounts can be purchased online at little
cost. For instance, purchasing followers and comments on social media platforms such as Facebook
and Twitter may be done more easily on the internet [4]. Analysis of activity changes is one of the
most common techniques open social networking methods use to spot strange accounts. The activities
that people engage in throughout time tend to shift and evolve. Therefore, the server can identify
a potential scam account by monitoring for sudden changes in access patterns to the content and
activity it requires. In case of unsuccessful identification, the deviant might fill the systems with fake
information [5]. Fig. 1 demonstrates a common schema of fake account detection on social networks.

Another type of fake account is a Cyborg, which a human uses to communicate with real users. It
lowers the legitimacy of the user and employs the hijacked account to disseminate false information,
create disinformation, and polarize public opinion [6]. On the other hand, several communities suggest
doing a variety of dataset analyses in conjunction with machine learning techniques to solve the issue.
For example, one learning approach allows the model to calculate user categorization by “training”
on the attributes data throughout some time. Several other articles examine the identification of false
nodes using statistical approaches, distributed spatial using a density-based strategy, support vector
machines (SVM), and hybrid models to identify social network fake profiles [7–9].

Social network accounts include various personally identifiable information, such as the user-
name, the user’s complete name, phone number, etc. The critical material may be compromised or
manipulated by a skilled attacker if personal protection is used, which is a disadvantage of the
method. Cyber fraudsters can use social and industrial design tactics and create dummy accounts
to steal information and modify data. An assault using fake profiles might jeopardize a company’s
or institution’s reputation and confuse by providing odd and pointless updates [10]. According to the
reviewed publications, the issues surrounding the protection and credibility of social networks have
become more significant. Moreover, it is necessary to have a trustworthy security model, particularly
in light of threats’ rising complexity and diversity.



CSSE, 2023, vol.47, no.1 1093

Figure 1: Dataset and feature collection procedure

While there are several methods for detecting fake profiles on social networks, they are not
foolproof and come with their disadvantages. Here are some of the disadvantages of these methods:

Inaccuracy: One of the main challenges of detecting fake profiles is the methods’ accuracy.
Algorithms and models may not always accurately identify fake profiles and may also flag legitimate
profiles as fake. This can lead to false positives and false negatives, which can be frustrating for users.

Limited data access: Detecting fake profiles often requires access to private data, such as Internet
Protocol (IP) addresses, device fingerprints, and browsing histories. This raises privacy concerns, as
users may not be comfortable sharing this information with social networks or third-party apps.
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The difficulty of distinguishing between real and fake content: It can be challenging to distinguish
between real and fake content on social networks, especially regarding user-generated content. Fake
profiles may generate content that appears legitimately, making it difficult to detect them.

Limited resources: Detecting fake profiles can be resource-intensive, requiring advanced algo-
rithms and machine-learning models to process vast amounts of data. Small social networks or those
with limited resources may be unable to afford or implement these tools, leaving them vulnerable to
fake profiles.

Ethical considerations: Detecting fake profiles raises ethical considerations, particularly regarding
user privacy and social networks’ responsibility to protect users. Social networks may need to balance
the need for fraud prevention with the rights and privacy of their users.

Overall, while there are various methods for detecting fake profiles on social networks, they have
their disadvantages. It is a continual challenge to stay ahead of the evolving tactics of fake profile
creators.

To the best of our knowledge and based on our poll results, this is the only way to deal with fake
social media profiles that involve training certain features using a deep learning approach. A neural
network is a type of machine-learning model that is inspired by the structure and function of the human
brain. It consists of layers of interconnected nodes, or neurons, that process information and makes
predictions. A deep neural network (DNN) is a neural network with multiple hidden layers. The term
“deep” refers to the number of layers in the network. In contrast, a general neural network may have
just one or two hidden layers.

Adding multiple hidden layers in a deep neural network allows it to learn more complex features
and relationships in the data, leading to better performance in tasks such as image and speech
recognition, natural language processing, and many others. However, deep neural networks can be
more challenging to train and suffer from overfitting or vanishing gradients.

To overcome these challenges, researchers have developed various techniques such as regulariza-
tion, normalization, dropout, and gradient clipping to improve the training of deep neural networks.
Overall, deep neural networks have revolutionized the field of machine learning and are widely used
in various applications, from computer vision to natural language processing to autonomous vehicles.

The following is a summary of the most important contributions that our study has made, notably
in addressing the fake profile classification task:

• A deep learning approach provided a unique way of identifying fraudulent accounts inside
social networks.

• Sixteen profile-based features to train models for fake account detection problems were
determined.

• We put the proposed deep model through its paces by conducting an exhaustive examination
to acquire cutting-edge findings, particularly regarding detecting fraudulent profiles.

The remainder of the proposed paper is as follows: Next section reviews the literature by exploring
the related works. Section 3 demonstrates the materials and methods applied in this research by
demonstrating the proposed framework, method, and dataset. Section 4 illustrates the obtained
results and compares them with the state-of-the-art results. Section 5 discusses the obtained results
by referencing the advantages, limitations of current work and future perspectives. In the end, the
paper was concluded by demonstrating the obtained results.
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2 Literature Review

Nowadays, social networking is expanding at an astonishingly rapid rate, which is significant for
marketing initiatives and for celebrities attempting to advertise themselves by expanding their network
of followers and admirers. Nevertheless, dummy accounts that seem to have been established on behalf
of companies or individuals have the potential to tarnish their reputations and lead to a decline in the
number of likes and follows they get. Fake updates and misunderstandings also plague them with other
individuals. Fake accounts of any sort can lead to negative consequences that cancel out the benefits
of social networks for companies in terms of promotion and marketing. They also prepare the ground
for cyberbullying to occur. Users have varying worries about protecting their personal information
in an online setting. Freelon et al. [11] outlined the dangers that lurk in social networking sites when
members are often oblivious to them.

Loss of privacy and identity, as well as viruses, fake accounts, and harassment, are some of the
issues that might arise due to cyber fraudsters’ activity on social media. In terms of popularity, social
networks now have billions of people signed up for their services. Facebook has established itself as
the most well-known social network, with over a billion active users. There are fundamentally four
different types of threats on social media: traditional threats, contemporary threats, combination
threats, and threats explicitly aimed at children. Several potential responses to these dangers may be
grouped into one of three categories: operator responses, business responses, or scholarly responses.
The processes included within each of these classes have the potential to assist in overcoming the
challenges posed by social networks [12]. Social engineering is the most common source of social
network privacy and security risks. The primary methods of social engineering include socio-technical,
technical, physical, and social. These methods are often carried out with the assistance of either
software or actual users. Email, instant messaging, the telephone, messengers, Voice over Internet
Protocol (VoIP), open social networks, the cloud, websites, and even physical routes may all be used
as vectors for social engineering. In addition, there are modern forms of assault, such as social
phishing, context-aware spam, false profiles, spear phishing, and phony identities stored in the cloud.
Investigating the factors contributing to social network vulnerabilities revealed that fake accounts are
the most significant factor [13]. Detecting fake profiles is essential before the profiles in question are
enrolled as social networking site members. Methods of detection similar to these will be covered
later in this article. To acquire meaningful insights about the vast amount of accessible data, many
companies have begun to explore the unstructured data available on social media [14].

Previous methods operate on the assumption that machine learning methods are complicated
to implement because scammers produce patterns that computers cannot learn. However, recent
research has shown that adversarial learning may be effectively implemented using many traditional
machine learning methods, including ensembles of classifiers, Random Forests, SVM, adaptive
boosting (AdaBoost), and Naive Bayes [15]. Furthermore, the grouping and categorization of profiles
according to their qualities are accomplished via several machine learning methods. This review on
effective machine learning introduces several machine learning techniques. Furthermore, it examines
the capacity of such algorithms to handle large amounts of data concerning the accuracy of their
predictions. The computational needs of a model, the amount of memory required the least, and
the ratio of the cost of computing to the accuracy of predictions are used to determine a model’s
performance. In addition, clustering methods were applied to analyze social network graphs to identify
fake profiles [16].

It is common practice to utilize fake social media accounts to gain users’ confidence and then
distribute malware or a link. In addition, these scammers are involved in various other forms of
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criminal operations. So far, a considerable amount of research has been centered on identifying false
accounts on social media platforms to find solutions to these issues. This taxonomy has generally
been used since it was described in [17]. The methods for detecting fake accounts on social networking
sites can be broken down into two categories: those that focus on analyzing individual accounts and
those that concentrate on capturing coordinated activities that span many profiles. For instance, one
research report identified and classified ghost accounts in popular social networking games [18]. The
research investigates Facebook games, known as the online game “Fighters club,” which offers rewards
and a competitive edge to users who request their friends to participate. The researchers claim that
the game stimulates its layers to develop phony profiles by initiating such an offer. As a result, users
would improve their incentive value by putting such fake profiles into the game. The authors begin
by gathering thirteen characteristics for each user and then go on to the classification process using
support vector machines. According to the findings of this research, the approaches above do not
provide any clear discriminators that might differentiate genuine users from phony ones. This most
recent study employed graph-based characteristics, such as local clustering coefficient, betweenness
centrality, and bi-directional connections ratio, as well as neighbor-based and timing-based features,
to design several classifiers [19]. The obtained accuracy resulted in 86% true and 5% false positives.
However, subsequent efforts have made use of a number of the more common machine learning
techniques. Several different machine learning techniques are used to classify profiles according to
their attributes of those profiles. The review of research on effective machine learning presents some
algorithms and examines their processing abilities concerning prediction accuracy. Several machine
learning techniques are applied to detect false accounts that may exist inside social media platforms.
Numerous approaches to machine learning have been used in various studies.

Using supervised learning methods, the technique that Singh and Sharma suggested to identify
spammer patterns was discussed [20]. Honey profiles were dispersed around Twitter and Facebook
with the intention of coaxing spammers into exposing their identities by forming links with the honey
profiles. All these accounts that were found to have established connections with the honey profiles
were carefully evaluated and classified as either spammers or genuine users. On Facebook, a classifier
was built using 1,000 tagged profiles; out of them, 173 of 1000 profiles were recognized as belonging
to spam bots and were removed from the classifier. The authors used an unlabeled dataset, including
790,951 profiles, to assess the built classifier. Only 130 of these profiles were identified as belonging to
spammers.

Cresci employed machine learning and honeypots to identify spammers on MySpace and Twitter
social networks [21]. They conducted their research in the same year. Rampersad et al. identified real-
time disasters like earthquakes and typhoons by using data analysis of tweets sent by Twitter users [22].
Behavior and content analysis were used by Umer et al. to identify spammers on Twitter [23]. They
amassed a dataset including 54 million individual profiles. To develop their predictor, they employed
a training set that had 8,207 manually labeled individuals, of whom 355 turned out to be spammers
and 7,852 were not considered as spammers. Due to a disproportionately large number of spammers
compared to genuine users, 710 legitimate users were chosen randomly and included in the training set
along with the spammers. In addition, a regular SVM classifier was applied for the phase that dealt
with classification.

Consequently, the research demonstrated a true-positive percentage of 70.1% when detecting
spammers, while their false-positive rate was 3.6%. Phantom profiles, also known as profiles con-
structed to get a strategic edge in social games, were the primary focus of Mourão et al. [24]. They
successfully built a phantom profiles identification classifier by employing data from profiles and
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gaming activity on Facebook. The obtained results have shown 86.4% true-positive and 13.4% false-
positive rates.

While research in Deep Neural Networks for detecting fake profiles in social networks has shown
promising results [25–29], some limitations and challenges still need to be addressed. Some of these
limitations include the following:

Limited Training Data: One of the main challenges in training a Deep Neural Network for
detecting fake profiles is limited labeled training data availability. The lack of diverse and large-scale
datasets can result in overfitting and poor model generalization to unseen data.

Adversarial Attacks: Adversarial attacks can trick the Deep Neural Network into misclassifying
fake profiles as genuine ones. Attackers can use various techniques, such as data poisoning or model
inversion, to manipulate the model’s outputs and bypass the detection mechanism.

Ethical Concerns: There are ethical concerns surrounding using Deep Neural Networks to detect
fake profiles. For example, the algorithm’s accuracy may vary based on cultural differences and
demographics, leading to prediction bias. Furthermore, using such algorithms can violate user privacy
and raise concerns about using personal data.

Limited Interpretability: Deep Neural Networks are often considered black boxes, making it diffi-
cult to interpret their decision-making processes. This lack of interpretability can make understanding
how the model identifies fake profiles challenging and limit its effectiveness.

Computational Complexity: Deep Neural Networks can be computationally expensive, requiring
significant computational resources to train and operate. This complexity can limit the model’s
scalability and practicality for real-time applications.

While Deep Neural Networks have shown promising results in detecting fake profiles in social
networks, researchers must address these limitations to develop more accurate, ethical, and scalable
detection mechanisms.

3 Materials and Methods

As is the case with most social networking sites, the public Facebook social network developer
application programming interface (API) only presents users’ public information. Therefore, it is
impossible to acquire access to the different activities of specific customers, and this occurs most of
the time when a client has already changed the mode of their account to private. This annoyance is
considered an obstruction to the system of records series since it causes a lot of trouble. Therefore,
to address the issues and crawl the customers’ data, a specialized crawler for data extraction and a
function series device, both described in the following stages, were developed. Fig. 2 demonstrates the
dataset creation and feature collection process.

3.1 Data Collection
The 6868 regular customers, including celebrities, corporations, and daily legitimate consumers,

and the 3132 anomaly customers who were personally checked and chosen have been collected inside
the dataset. Additionally, the dataset contains 3132 customers that were deemed to be anomalous.
We have developed more sophisticated types of record crawlers, one for reaching typical clients and
another for finding unusual ones. The daily user crawler used the find feature on Facebook to locate
ordinary users to be included in the list of everyday users in the dataset. The Explore section of
Facebook displays recently published photos and videos that capture the attention of other users,
indicating that the content shared on Facebook is, for the most part, genuine and authentic. In
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addition, to find and harvest fake customers on Facebook, an advanced crawler was initially utilized to
acquire fake customer identifications (IDs) through the follower listings of customers who considered
a wide variety of fake customers of their follower listings. Secondly, another system that allows the
manual test of all false archived customers included in the dataset was developed. Thus, it will allow
us to be sure about the customers’ identities and improve the dataset’s quality.

Figure 2: Dataset and feature collection process

The Facebook application programming interface (API) crawled a few public records for each
user. An overview of the dataset and a description of the crawled capabilities can be found indexed in
Tables 1 and 2, respectively. The compiled capabilities are cataloged in Table 2.

Table 1: Description of the dataset

Algorithm Legitimate accounts Fake accounts Total accounts

Records 6868 3231 10000
Percentage 68.68 32.31 100
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Table 2: The list of collected features

Feature Description

UName Username length
Uid The actual ID of the user on instagram
Full name Full name length
Has pic Does the account set a profile picture
Biography Biography length
Followed by The number of users who followed the account
Followed The number of users the account followed them
Is followed more Is the number of followed more than followed by
Post count The number of shared posts by the account
Is business Is it a business account
Is private Is the user set profile as private
Is verified Does instagram verify the account
Has channel Does the account have a channel
External_url Is the account linked to an external URL
Highlight_reel_count The number of highlights is pinned to the account
Connected_fb_page Is the account linked to a facebook profile

3.2 Feature Preparation
After a significant amount of manual tagging, 1002 real accounts, and 201 fake accounts were

acquired for the dataset. These accounts included debts from a variety of countries and professions
throughout the world. The criteria that are taken into consideration during this data collection process
include follower and following counts, media counts, media posting dates or frequencies, comments on
posts made by social network users, the number of accompanying and following accounts, the lifespan
of the profile picture, and the username of the profile.

A specific example: noticing different fake accounts from the dataset is possible. As can be seen,
it has a large number of followers, 3949, and a small number of coffee followers, 15. Additionally, it
does not have a profile picture or any published material.

The selected essential functions may be indexed in the dataset in the following manner:

• The whole range of activities by the account.
• Remember that the account is vital to the followers.
• After taking into consideration the history.
• The number of digits that may be found in the account username.

Regardless of whether or not the account is private, none of the functions are connected to the
user’s media; hence, the set of restrictions does not violate the user’s account privacy. In this day and
age of fake debts, some debts are manufactured by adding various numbers to the same name, which is
why account usernames must have a diverse range of digits. It’s possible to make out the several ways
the digits are distributed.
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As can be seen, more than half of the fake debts have more than one number, while most real
accounts have zero or one digit, accounting for around 89% of the total.

3.3 The Proposed Method
In this part of the research, a deep convolutional neural network (CNN) model was proposed for

recognizing fake accounts on social networks. Fig. 3 demonstrates the proposed deep CNN model.
The primary function of the suggested CNN consists of a backward pass and a forward pass that will
operate concurrently throughout each iteration. The forward pass is computed by the proposed CNN
using the following equation.

yn
j =

∑
i

kn
ij · xn

i (1)

Figure 3: Architecture of the proposed deep CNN

In formula (1) shown above, the first network is responsible for computing the feature maps, which
are then provided as the input layer to the proposed CNN.

Depending on the signification of xn
i is the i-th input feature map of the sample n and kn

ij is the ij
input filter of the sample n. Then, j−th becomes the output feature map of sample n networks. Using
the formulae, the proposed convolutional neural network does the calculation for a backward pass as
in the following equation:
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The CNN goes over each neuron to calculate the loss function, working its way up through the
layers. The forward pass of the proposed neural network refers to the forward propagation of errors. In
contrast, the forward pass of the proposed network refers to the forward propagation of errors using
gradient descent to estimate the gradient of the loss function concerning the network parameters.
The backward pass of CNN describes how mistakes are propagated in the other direction (weight
and bias). To update the learning parameters, gradient descent is necessary to attain the minor loss
function possible [30]. Besides, the Cross-Entropy (CE) loss function was applied during the study, a



CSSE, 2023, vol.47, no.1 1101

primary loss function for classification issues [31]. The calculation of the following accomplishes this:

H (y) = −
∑

i

y
′
i log (yi) (4)

Regarding the preceding operation, yi
′ is the target label, and yi is the output of the classification

model. Finally, the CE function is applied to get an output with a probability distribution, which is
the most popular loss function for use with SoftMax.

3.4 Classification
A deep learning model in binary classification has been applied to distinguish between dummy

and valid profiles. Converting the array into binary tensors is a crucial step before supplying it with
input, the matrix, into the network to facilitate adaptation. The suggested CNN begins by collecting
input data in the first layer and crossing it onto hidden layers as its first operational phase. It employs
social network characteristics as its input matrix at the beginning of the process.

The network performs a convolutional operation and a pooling operation, as well as a calculation
using fully connected layers to create the output. The purpose of the convolutional layer is to extract
numeric characteristics from the input data by iteratively sliding a smaller matrix filter over it. On the
other hand, the convolutional method produces vast arrays. To simplify the array, we have optimized
the pooling procedure using an innovative pooling function. Pooling allows us to restrict the number
of generated feature maps while retaining the component that delivers the most information [32]. This
is accomplished by the downsampling approach, which helps us prevent overfitting in a CNN [33].

We trained the model in the hidden layer by supplying multiple layers to test how well the proposed
deep convolutional neural network performs with the activation layer. In this study, to minimize the
number of parameters and boost the network’s capacity to generalize its results, the automated weight-
sharing characteristics of the network were modified. By reducing the number of degrees of freedom
that make up the complexity of the network, overfitting may be avoided by sharing the weight of
neurons [34].

To downsample the input feature map, reducing its size while retaining the essential information,
MaxPooling was applied. This operation effectively reduces the spatial resolution of the feature map
but preserves the essential features by selecting the maximum value. Max pooling has several benefits,
including reducing the computational complexity of the network, making it more robust to small
translations in the input, and helping to prevent overfitting by enforcing a form of regularization.

4 Results

The experiment allowed us to achieve a balance between the amount of time it takes and how
accurately it performs. We put gradient descent through its paces and experiment with various
optimization algorithms’ hyperparameters. One of the most vital factors for improving the network’s
training quality is choosing a hyperparameter value. As a result, we achieved the best possible
performance of the network by optimizing the hyper-parameters. During training and testing, the
epoch to equal 15 and the batch size to equal 50 were tuned. To train a model effectively and have
enough data to evaluate its performance of the proposed model, the dataset was divided between
training and testing set as 80% to 20%. The performance of the DeepProfile CNN concerning
computing validation accuracy and loss is detailed in Table 3.
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Table 3: Comparison of existing methods with traditional machine learning and deep learning models

Approach Class Accuracy Precision Recall F-score AUC

Proposed deep neural
network

Fake account 0.999 0.99 0.99 0.99 0.99

Real account 0.997 0.97 0.93 0.974 0.99
Average 0.998 0.98 0.96 0.982 0.99

Naïve Bayes Fake account 0.84 0.82 0.82 0.83 0.83
Real account 0.80 0.80 0.80 0.79 0.79
Average 0.82 0.81 0.81 0.81 0.81

Random forest Fake account 0.85 0.86 0.79 0.78 0.81
Real account 0.73 0.68 0.72 0.72 0.73
Average 0.79 0.77 0.74 0.75 0.77

SVM Fake account 0.88 0.85 0.85 0.85 0.85
Real account 0.80 0.81 0.81 0.82 0.77
Average 0.84 0.83 0.83 0.83 0.81

Decision tree Fake account 0.82 0.80 0.80 0.81 0.81
Real account 0.79 0.78 0.78 0.77 0.77
Average 0.80 0.79 0.80 0.79 0.79

LSTM Fake account 0.89 0.90 0.90 0.88 0.89
Real account 0.87 0.86 0.86 0.86 0.87
Average 0.88 0.88 0.88 0.87 0.88

BiLSTM Fake account 0.91 0.90 0.90 0.88 0.89
Real account 0.87 0.88 0.86 0.86 0.87
Average 0.89 0.89 0.88 0.87 0.88

These findings were gleaned by applying the machine learning models to the selected dataset.
Graphs, comparison charts, and ROC curves are the presentation formats for the findings produced
during the study. In addition, the accuracy or loss patterns under each model were considered. Further
discussion is on the accuracy or loss computed during the training and validation. X Since Google
Colab allows for the use of free GPUs, the platform for the training of our models was chosen. The
NVIDIA Tesla K80 GPU from Google Colab has 12 GB of memory and can operate nonstop for up
to 12 h. As a main language to write down all of the models, Python3 was used [35].

The following findings were obtained after all the models were trained and validated. The model
accuracy, model loss vs. the epoch graphs, and the receiver operating characteristic (ROC) curve for
the random forest, eXtreme Gradient Boosting (XG boost), and other approaches are presented for
the proposed neural network. Model accuracy comparisons are also performed.

Figs. 4 and 5, which represent the trained neural network, provide the accuracy and loss graphs
for the model, respectively. The accuracy and loss graphs above let the algorithm run for 15 epochs.
Beginning at a value of 0.97 and continuing down the route, the accuracy gradually improves until it
achieves its highest possible value, which is 0.98. Similarly, the loss graph for testing data starts at 1,
whereas the loss graph for validation data starts at 4. Both graphs ultimately converge on a minimum
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point that is smaller than 0.5. The binary cross-entropy function is used to compute the loss amount.
At first, each feature receives a completely random weight, and in the end, the machine gives a weight
that is unique to each feature.

Figure 4: Model accuracy

Figure 5: Model loss

Fig. 5 demonstrates the training and validation loss of the proposed deep convolutional neural
networks for 12 training and testing epochs. As the figure illustrates, train loss sharply decreased from
the first training epoch, and validation loss remains with less error rate. The results show that the
proposed model has achieved high accuracy with less error rate.

Comparison to Other Methods: In the chart that compares the various models’ accuracy, we
can see the performance of different machine learning algorithms. The histogram for comparing the
levels of accuracy, as well as the Area under the ROC Curve (AUC-ROC) curves, have been provided
in Fig. 6. As it can be seen from the figure, the proposed deep neural network demonstrates higher
performance in terms of all the evaluation parameters including accuracy, precision, recall, F-score,
and AUC-ROC.

Fig. 7 demonstrates the AUC-ROC curve of the proposed deep convolutional neural network.
The horizontal axis represents false positive rates, while the vertical axis represents true positive rates.
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As the figure illustrates, the proposed network shows a high rate of AUC-ROC that is very useful in
practical use.

Figure 6: Comparison of the proposed network and machine learning methods

Figure 7: AUC-ROC curve in detecting fake profiles

Table 3 compares the proposed deep neural network with the other machine learning and deep
learning models on Kaggle’s Social Network Fake Account Dataset. The results show that the
proposed deep neural networks cope better than traditional machine learning and deep learning
models.

To summarize the suggested learning method in detecting fake profiles, the provided approach
may be a future choice for analyzing accounts in a huge dataset. The results show that the proposed
method can serve as a protection strategy in social networks. Furthermore, the expenditures of research
and development for harmful account analysis may be reduced under this approach, which is another
advantage of using this method. We have concluded that the proposed model can achieve an efficient
result and one that the neural network can do with more precision. In a real-world scenario, the
convolutional neural network is a potentially viable approach for addressing difficulties related to
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harmful behavior on social networks. Table 4 compares state-of-the-art research results with the
proposed convolutional neural network regarding different evaluation parameters.

Table 4: Comparison of methods for fake profiles detection

Authors Method Feature Dataset Results
Proposed deep neural
network

Deep neural network 16 features in Table 2 Own dataset 99.8% Accuracy,
98% Precision, 96%
Recall, 98.2%
F-score, 99% AUC

Al-Zoubi et al., 2021,
[36]

K nearest neighbors,
Naive Bayes, Random
Forest, Decision Tree,
multilayer perceptron
(MLP)

Suspicious Words,
Number of Following,
Tweets, and Retweet
Interest

Arabic, English,
Korean, and Spanish
language datasets

94.5% accuracy

Ala’M et al., 2018 [37] SVM using Whale
Optimization
Algorithm

29 features from Twitter Multilingual datasets 93.73%

Ali et al., 2022 [38] SVM + MLP Age, Account class,
Followers count,
Friends count, Statuses
count

Own dataset 94.95% accuracy,
99.05% AUC, 95%
Precision, 95%
Recall, 95% F-score

Aswani et al., 2018 [39] K-Means Levy Firefly
Algorithm

- A dataset that consists
of 18,44,701 tweets

97.98% accuracy

Michail et al., 2022 [40] Graph Convolutional
Networks

Content features and
behavior features

Own dataset 93.8% F-score

Awan et al., 2022 [41] Random Forest (RF),
Decision Tree
(DT-J48), and Naïve
Bayes (NB)

- Limited profile data,
about 2816 users

99.64% accuracy

Purba et al., 2020 [42] Random Forest, MLP,
Naïve Bayes, J48,
Logistic Regression

17 features were used,
based on six metadata,
three media info, two
tags, four media
similarities, two
engagement

Fake project dataset 91.76% accuracy

Kudugunta et al., 2018
[43]

Contextual long
short-term memory

Contextual features Cresci and
collaborators dataset

99% AUC
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5 Conclusion

To sum it up, our research proposes an approach for categorizing profiles on social networking
sites as either real or actual accounts. The convolutional neural network-based deep model served as
the foundation for the algorithm designed to extract patterns of descriptive writing from the contents
of posts. Experiments have been carried out using classifiers using our proposed dataset collected from
the internet. It was shown that the suggested technique generates relatively high detection performance,
coming in at 99.8% overall. When the findings are considered, the proposed text-based model shows
promising accuracy in categorizing the user type based on the writing style they use. In our opinion, the
proposed methodology has the potential to be of great assistance in the fight against fraud on social
networking sites. Further investigation into diverse deep-learning techniques may provide additional
intriguing findings.
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