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Abstract: Intelligent transportation systems (ITSs) are becoming increas-
ingly popular as they support efficient coordinated transport. ITSs aim to
improve the safety, efficiency and reliability of road transportation through
integrated approaches to the exchange of relevant information. Mobile ad-
hoc networks (MANETs) and vehicle ad-hoc networks (VANETs) are integral
components of ITS. The VANET is composed of interconnected vehicles
with sensitivity capabilities to exchange traffic, positioning, weather and
emergency information. One of the main challenges in VANET is the reliable
and timely dissemination of information between vehicular nodes to improve
decision-making processes. This paper illustrates challenges in VANET and
reviews possible solutions to improve road safety control and management
using V2V and V2I communications. This paper also summarizes existing
rules-based and optimized-based solutions, including reducing the effect of
mixed environments, obstacles, malfunctions and short wireless ranges on
transportation efficiency and reducing false messages that cause unintended
vehicle actions and unreliable transportation systems. Additionally, an event
simulation algorithm was designed to maximize the benefits of exchangeable
messages among vehicles. Furthermore, simulated VANET environments were
developed to demonstrate how the algorithm can be used for transformable
messages. Experimental results show that coupling of both V2V and V2I
messages yielded better results in terms of end-to-end delay and average time.
Future research directions were highlighted to be taken into account in the
development of ITS and intelligent routing mechanisms.
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1 Introduction

Transport systems across the globe reel from challenges caused by pollution, traffic congestion,
poor infrastructure, and low vehicle safety, which exposes both vehicles and pedestrians [1]. These
challenges lead to extreme inefficiencies, which cause significant economic losses. However, the
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effectiveness of the transport sector can be improved by implementing intelligent transportation
systems (ITSs). These systems apply sensor technologies and infrastructure to vehicles to collect and
process data and make decisions based on this information [2]. Technology can help reduce delays,
which increase transport time and energy consumption, leading to high demand for fossil fuels.
According to [2], ITSs are autonomous and can be installed in vehicles driven by drivers who are
unfamiliar with technology. The data collected from these systems are processed and used in various
applications, such as generating maps and vehicle tracking.

Road accidents may occur due to human unawareness (such as driver ignorance, lack of super-
vision and driver divergence) and human decision errors (such as excessive speed, delayed reactions,
and wrong judgment of safety distance). Reducing road accidents and continuously optimizing the
transportation system requires the urgent provision of a vehicle communications network, enabling
vehicles to communicate with road infrastructure and share data between them.

Traffic accidents are common worldwide and result in prolonged traffic snarls. Smart vehicles are
safer owing to technological advancements in ITS. Vehicular ad hoc networks (VANETs) can provide
various services, such as driving assistance, safety applications, traffic control, collision avoidance and
entertainment. Conversely, several challenges may arise, including vehicles’ high mobility, infrastruc-
ture dependency, topology changes, and intermittent network connectivity. VANET turns vehicles into
wireless routers enabling them to communicate with each other and also transmit their data to the
cloud [3]. These routers allow inter-vehicle communications and the concept of the Internet of Vehicles
(IoV), which incorporates both vehicular networking and intelligence [4]. IoV is an intelligent system
that connects vehicles to public networks through mobile networks. These vehicles communicate with
each other and send continuous data that can alert drivers when accidents occur, as well as enable
drivers to avoid collisions by analyzing the traffic on a busy road. Thus, by sharing information about
infrastructure and vehicles, users can guide vehicles efficiently avoiding congested areas and traffic
accidents.

Intelligent vehicles can communicate with each other in vehicle-to-vehicle communication (V2V)
or with the infrastructure in vehicle-to-infrastructure (V2I) communication. V2V systems use radio
technologies to transmit data between vehicles. These systems aim to provide accident prevention
data to drivers with minimum latency for active safety [5]. Through these systems, drivers receive
information that is beyond their line of sight, which helps them respond accordingly. V2V systems
transmit periodic and event-driven messages. The former refers to status updates that provide details,
such as the speed and location of a vehicle. However, event-driven messages are sent when an incident
occurs, such as an airbag deployment [6]. Collision warning systems are also part of V2V intelligent
systems that collect data and send warning messages on detecting a potential event that might lead to
an accident. However, they are effective only if other vehicle drivers respond promptly upon receiving
them immediately.

Conversely, vehicle-to-infrastructure communication occurs between onboard sensors and the
infrastructure. Vehicles communicate with roadside units (RSUs) that act as access points for the
network [7]. According to [8], V2I communication can be used to control traffic lights by sending
information about the location and speed of the vehicle. The same idea is shared in [9], where traffic
lights change depending on the proximity of vehicles to a junction. In addition to traffic control, V2I
systems send warning messages as part of automatic incident detection (AID) functionalities [10].
These messages are broadcasted when there is an incident on a certain route enabling the drivers to
take necessary precautions.
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To develop innovative ITS and find the best solutions for limitations and challenges, it is essential
to precisely analyze the existing methods. This paper provides a comprehensive study of various
methods and paradigms that have been used to improve vehicular communications. In addition, V2V
and V2I events simulation algorithms are presented. This paper is organized as follows. Section 2
describes previous work related to VANET and ITS. Section 3 details challenges in coordination
problems in VANET. Section 4 discusses rule-based and optimized-based solutions for coordination
problems in VANET. Section 5 presents the proposed flexible coordination strategy and algorithms.
Section 6 presents the evaluation and discussion. Section 7 concludes this work and proposes future
research directions.

2 Related Work

A study by [11] indicated that about 60% of traffic accidents could be avoided if drivers
received warning messages a few seconds before the accident. Governments, researchers, and the
car manufacturing industry use VANETs in the ITS infrastructure [12] argued that VANETS are a
subset of MANETS since vehicles play the role of mobile nodes. They are effective since they cover an
area, utilize direct V2V wireless communication, have low latency, and require little power to operate
[12]. In this setup, each vehicle acts as a router, a packet sender, and a receiver. This allows them
to send and receive messages from other vehicles and RSUs along highways. On the other hand,
reference [13] sought to expand current VANETS by incorporating cognitive radio (CR) technology
to form a CR-VANET. The authors claim that the increase in vehicular applications in cities will
overcrowd the 75 MHz that the Federal Communications Commission allocates for ITS and the
30 MHz spectrum allocated by the European Telecommunications Standards Institute (ETSI). The
use of CR will improve communication by maximizing spectrum utilization. Cognitive radio allows
transceivers to detect channels that are used and those that are available [14]. In this way, a transceiver
can intelligently avoid occupied channels and communicate with the available ones.

In [15], the authors introduced a hybrid architecture that combines V2I and V2V communication.
This hybrid allows vehicles to communicate with the infrastructure in either a single- or a multi-hop
fashion. When the vehicle is far from an RSU, it can route data over the Internet to link to the nearest
unit or vehicle. In this way, vehicles on highways with poor network coverage can still communicate
with RSUs and other vehicles. Regardless of the infrastructure used, authors in [16] argued that the
main challenge facing VANETs is the lack of a fixed infrastructure since vehicles rely on each other
to provide the network. Another challenge is the high mobility and the large number of vehicles [17].
These networks have to adapt quickly to rapid position changes as vehicles speed along highways.

The rapid movement of vehicles in a VANET renders MANET routing protocols useless. Fur-
thermore, the assumption that mobile nodes can maintain end-to-end connectivity does not apply in
vehicular communication, as nodes between the source and destination may not function [18]. This
requires the use of routing protocols that are unique to vehicular communication. Topology-based
protocols collect information about the available links within a network before forwarding a packet
from the source to the destination. Broadcast-based protocols flood the network with packets, and all
nodes receive them [19]. This protocol is used to send emergency warnings that must be received by all
vehicles. Cluster-based protocols group vehicles based on characteristics such as direction and velocity.
Vehicles in a given cluster can communicate with each other by sending packets to the destination node.
Geo-cast-based protocols create zones by subdividing the geographical land. Vehicles communicate
using the zone of relevance, which reduces congestion and overhead [20]. Position-based protocols
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use the geographical location of a vehicle when sending packets. This protocol relies on the global
positioning system (GPS) for route discovery.

Authors in [21] proposed a deep learning-based intelligent garbage detection system using an
Unmanned Aerial Vehicle. They aimed to provide a low-cost, accurate, and easy-to-use solution for
handling the garbage effectively and used different performance evaluation metrics such as precision,
recall, F1-score, and accuracy. They achieved better performance for automatic solid waste detection
with 94% accuracy. In [22], the authors presented a comprehensive review of artificial intelligence
techniques that are currently being explored in the area of VANETs and discuss the strengths and
weaknesses of this area. Additionally, authors in [23] analyzed various techniques used for parameter
tuning for Optimization Link State Routing Protocol and illustrated the gap between these techniques.
Authors in [24] designed an algorithm that helps drones define an automated path to reach their
destination. They aimed to increase efficiency and provide high performance to carry out a more
complex task at a greater speed.

Despite the importance of deploying ITS, there are fundamental challenges that companies
creating them face. According to [25], sustainable ITS requires the seamless integration of multiple
emerging technologies. Interconnected vehicles, the Internet of Things (IoT), and cloud computing
are some of the emerging technologies used to integrate intelligent transport systems. In addition,
these systems interface with sensor networks that transmit data between roadside units and onboard
units. Combining all these technologies to form one intelligent system is a challenge for the institutions
that deploy them. In addition, reference [26] stated that companies and researchers are under
pressure to create novel infotainment applications that are efficient, safer, sustainable and affordable.
These networks have to be flexible and autonomous, and wireless technologies meet these demands.
However, reference [26] believed that innovations in software-defined networking, 5G networks, and
heterogeneous networks are emerging technologies that can solve networking problems that might
curtail the adoption of ITS infrastructure globally. However, the deployment of them globally is a
challenge, and it will require infrastructural investments to deploy sensors and RSUs.

Another potential challenge that could hinder the efficiency of ITS is interoperability [25].
Data must be shared between multiple agencies that operate under different internal and external
regulations. Vehicle manufacturers such as Tesla and Mercedes have invested heavily in intelligent
vehicles that have self-driving capabilities. The sensors on these vehicles collect data and transmit it
to cloud systems controlled by these companies. On the other hand, government institutions operate
RSUs that control traffic lights, generate broadcasts when there is an incident and roadside sensors
that monitor traffic statistics [26]. The effective operation of intelligent transport systems requires that
data be shared between different agencies. However, internal and external wrangles and policies can
affect the flow of data and reduce the effectiveness of these systems.

Cloudlets are used in a cloud computing infrastructure to form a 3-tier hierarchy for mobile
computing. Mobile nodes have limited computing power, and they need to offload computations
to the cloud. Cloudlets act as an intermediary between mobile devices and the cloud [27]. The V2V
and V2I systems require cloudlets since they have to collect, process, and make decisions using data
from other vehicles and the infrastructure. Due to their limited computing capabilities, they require
a smart environment that can offload complex computations to the cloud to improve the speed and
quality of service of these systems [27]. Furthermore, V2V and V2I are part of IoT that contains
intelligent embedded systems that apply analytics to support real-time decision-making. In this setup,
cloudlets play a crucial role in combining distributed ITS to solve large-scale computational problems
and allow mobile vehicle systems to execute resource-intensive computations. Vehicles play the role
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of thin clients that rely on trusted cloudlets to provide a cluster of computers that can dynamically
analyze the data collected by various sensors. Vehicles can access cloudlets using wireless technologies
that have been deployed inside them and access points around cities. Wi-Fi and LAN technologies
provide the infrastructure needed to access cloudlets and perform computations.

Although the issue of improving vehicular communication has been thoroughly studied and
solutions have already been available, many recent studies focus on the application of artificial
intelligence and machine learning technologies to study the communication environment and improve
decision-making processes. Thus, the exploration and comparison of these works are interesting to
better understand the dimensions of the problem. These studies have strengths and limitations that
must be identified appropriately to improve the overall performance of the network and to strengthen
the future design of intelligent vehicle driving capabilities. Table 1 highlights the contributions of some
recent related work on smart vehicles.

Table 1: Contributions of some recent related work on smart vehicles

Item Year Contribution

[28] 2023 Proposes trustworthy computing environments with a secure verification protocol.
It also provides a key transfer stage to decrease computing heaviness on cloud
servers. The proposed protocol was proved safe by the use of the real oracle
random model.

[29] 2022 Provides a comprehensive review of the use of deep learning algorithms in smart
city applications, particularly in IoT and discusses the main motivations behind
smart cities and reviews the use of various deep learning algorithms, including
convolutional neural networks, recurrent neural networks, deep belief networks
and deep Boltzmann machines. The paper also examines several use cases of smart
city applications, such as smart parking, waste management, healthcare, and
traffic.

[30] 2021 Proposes an approach to ensuring the security of the implementation of VANET
routing protocols using hash functions and digital signatures. Using hash
functions and digital signatures to ensure security in implementations of VANET
routing protocols.

[31] 2021 Examines beam alignment difficulties and routing stability problems in V2X
transmissions based on millimeter wave (mmWave) and therefore proposes a 3D
vehicle position detection system for beam selection and alignment purposes. The
group-based routing approach is used to choose a safe path that can achieve
reliable data transmission.

[32] 2020 Proposes a dynamic network model that takes inputs from real car traces and
achieves more practical results. Also, the effects of adding or deleting nodes and
losing link nodes due to mobility are considered. It is also proposed to have a link
compensation process and a preferred connection in order to maintain an evolving
network. Consider the effects of the addition of nodes, deletion and loss of link
nodes due to mobility.

(Continued)
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Table 1 (continued)
Item Year Contribution

[33] 2020 Proposes a bus rapid transit system with regular mobility patterns for buses. It is
capable of dealing with the uncontrolled mobility of nodes and selecting the most
appropriate route to transmit data. The knowledge of predictable and regular bus
movements is used to learn the time range of all data transmissions to RSUs using
a bus-based dedicated base. Using the knowledge of predictable and periodic bus
movements, the time distance is learned to transmit all data to the RSU.

3 Challenges in Vehicular Coordination in VANET

3.1 Control Challenges
This work contributes to the fulfillment of Sustainable Development Goals- SDG-, mainly: Goal

11: Make cities inclusive, safe, resilient and sustainable, for instance, 11.2 by 2030, provide access to
safe, affordable, accessible and sustainable transport systems for all. Controlling ordinary vehicles
is a major challenge for transport administrators globally. According to [34], traffic congestion and
collisions mainly occur because of a lack of proper management of modern transport, dependence
on private vehicles, and decreasing street capacity. Poor control leads to traffic congestion, which
increases energy consumption and loss of revenue with prolonged travel time. In addition, [35] argues
that overreliance on human decisions causes transport systems to suffer from the shortcomings,
such as slow human reaction times. However, intelligent vehicles can solve this problem by relying
on technology to support the decision-making process. Smart vehicles contain sensors and cameras
that gather and share heterogeneous data as they cruise along the street [36]. These vehicles use
location-aware algorithms to transmit this data to nearby vehicles and infrastructure. Hence, ITS is
an information-centric system that shares real-time data with RSUs and other vehicles along the way.

According to [37], smart vehicles collect data that can optimize traffic flow. As vehicles move along
the roads, they compute route calculations based on the data they receive from the infrastructure and
other vehicles and use these results to select dynamic routes. In our setup, vehicle1, vehicle2, and the
ambulance select their routes depending on the information that they receive from the infrastructure
and other vehicles. The main importance of these simulations is to demonstrate that V2I and V2V
communications automate the control of traffic because vehicles can dynamically calculate the best
routes depending on the incidents that occur on highways. The data can be processed centrally or
onboard the vehicles and transmitted to other vehicles. In V2I, data are processed in a cloudlet and
transmitted to other vehicles using the same route. Therefore, the ambulance gets to its destination
within a short time because the infrastructure has already alerted other drivers of the accident.

3.2 Communications Challenges
Vehicles using ITS utilize V2V and V2I approaches to send data. In this scenario, vehicle1,

vehicle2, and ambulance1 can communicate between themselves and with the infrastructure. This type
of communication is important because it overcomes line-of-sight constraints [38]. These systems use
radio and wireless communication to extend the driving support as drivers move from one point to
another. This communication increases road safety and improves the efficiency of transport systems.
Furthermore, location-based communication improves parking management, driving convenience,
and enables the transmission of real-time traffic conditions that allow drivers to regulate their driving
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speed accordingly [39]. Therefore, vehicle1 and vehicle2 can reduce their speeds as they approach the
accident scene or change the route together. Furthermore, ambulance1 can have a clear route, as other
vehicles avoid the accident area. Further, efficient end-to-end communication is facilitated by cloudlets
that have sufficient resources for data processing and maintaining connections with other vehicles [40].
V2V messages are transmitted over a short distance, which increases their timely reception helping
drivers take the necessary actions immediately.

Despite improved communication, these systems suffer data latency when uploading data to the
cloud [40]. V2I communication sends data to systems such as RSUs and traffic lights so that they
can respond appropriately. However, the increased distance introduces delays compared with V2V
communication. In addition, emergency messages are part of the periodic communication that is
broadcast in the entire network. Therefore, the ambulance responding to the accident and the vehicles
passing through roadwork would have to transmit this information to the infrastructure and other
vehicles. Broadcast storms are a major problem in high-density areas where several cars transmit
packets simultaneously [41]. In this scenario, the ambulance and vehicles would alert other motorists
about the accident, rescue operations, and roadwork and help save time, but there would be delays if
the roads were congested and every vehicle broadcasts these messages.

3.3 Sensing Challenges
Intelligent transport systems rely on sensors installed on roads and inside vehicles. Wireless

sensor networks provide a low-cost and reliable method for collecting data and distributing it
to other vehicles and infrastructure [42]. Traditionally, drivers observe incidents on the road and
transmit this information to other drivers using physical signals. In severe cases, transport authorities
transmit messages on display panels located along highways to warn drivers of potential dangers
along the way. However, the use of sensors provides a robust communication network that uses
wireless networks. In addition, mobile sensor networks have self-organizing capabilities, and nodes can
transmit data without relying on an underlying infrastructure [42]. In our scenarios, vehicle1, vehicle2,
and ambulance1 can use onboard sensors and transmit this data to other vehicles and roadside units
using a wireless network. As other vehicles reach the area, they are added to the network automatically
as they become receivers and transmitters.

Intrusive sensors such as inductive loops and piezoelectric cables are fixed on road surfaces for
the detection of passing vehicles [43]. Despite their high costs and disruptions during road repairs,
they are highly accurate in detecting vehicles. However, non-intrusive sensors such as lasers, radar,
and microwave sensors can monitor multiple lanes and cover different zones [43]. They can provide
the speed as well as the type of vehicles passing through these areas. In our setup, the drivers of the
ambulance and vehicles passing through the accident and roadwork sites can access information on
the type of vehicles they might encounter when non-intrusive sensors are used. In addition, drivers
moving at high speeds are instructed to slow down when approaching these areas. These sensors can
also collect data over a wide geographical area [44,45]. Thus, the same system can transmit data about
the accident and roadwork to vehicles that are miles away. These sensors solve the problem of learning
about incidents when drivers are near the incident location.

4 Solving the Coordination Problems

Many researchers have presented various solutions in the context of automated vehicles. Although
these solutions resulted in differences in focus and techniques, they can be classified into two groups:
rule-based and optimization-based.
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4.1 Rule-Based Solutions
Rule-based wireless sensor networks have been deployed in various environments because they

can be programmed on demand [46]. The rules are used to provide the desired behavior, such as the
expected communication content, time of broadcast, and specific responses. Reference [47] proposed a
rule-based decision support system (RB-DSS) used in determining the safest solutions to route Hazmat
transport teams. The rules are determined based on the severity and frequency of accidents. This
information helps formulate multiple scenarios to create a decision tree that facilitates expert decision-
making. In this system, the researchers collect accident data and use it to create rules depending on the
frequency and severity. Transport systems can use neural networks to generate safe routes by creating
if-then rules formulated from the available data. The sensor networks can provide real-time data that
can be fed to these neural networks to provide lane-changing information and routing.

In addition, reference [48] claimed that rule-based systems can also operate on expert knowledge
and can have single or multiple data inputs and outputs. These systems use Boolean logic, probabilistic
logic, and fuzzy logic to generate and update these rules [48]. In transport, rule-based systems can
aggregate data from multiple sensors and use them to predict traffic demand and congestion times. In
this way, vehicles can generate routes and communicate with each other depending on the rules guiding
traffic in certain areas. Further, reference [49] argued that rule-based systems can reduce human error
when driving. Accidents occur due to distraction, obstruction, poor judgment, and lack of action.
These conditions can be implemented into rule-based systems that can compute accident and near-
accident scenarios that result from human errors and their contributing factors. These systems can
then generate rules that optimize the driving process by alerting drivers when obstructions, bends,
busy junctions and reckless driving are detected. Table 2 illustrates the strengths and limitations of
recent rule-based approaches.

Table 2: Rule-based approaches

Item Year Strengths Limitations

[50] 2021 Identification of the best topological
routing protocol in the dynamic
environments of VANETS.

Lack of detail of high-speed mobility
and adaptation in often changing
network topology.

[51] 2021 (1) Improvised global state routing
protocol. (2) Improved ant colony
algorithms to find routes with optimal
connections in the network.

Network overhead.

[52] 2020 (1) PASRP contributes to a transfer route
and a higher ratio of packet delivery. (2) A
greedy forwarding strategy and a
multi-priority scheduling mechanism help
manage and forward packages and reduce
average end-to-end delays. (3) PASRP
takes into account the actual map of
Washington, D.C. (4) Active node motion.

(1) The irregular distribution of
vehicles. (2) The transmission of data
that is not trustworthy in emergencies.

(Continued)
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Table 2 (continued)
Item Year Strengths Limitations

[53] 2020 A comparison of different UAV-related
routing protocols was conducted on the
basis of working formulas, design
principles, advantages, disadvantages,
applications, future scopes and areas of
improvement.

There is no insight into irregular node
movement and variable topology.

[54] 2020 (1) Consideration of poorly distributed
traffic in urban areas. (2) Improves the
connectivity of speed routing paths to
solve time delays, packet drops, and
disconnect connections.

(1) Lack of information on irregular
node movement. (2) The overhead of
routing is not highlighted.

[55] 2020 (1) Improved packet delay ratio. (2)
End-to-end delay is low.

(1) Distribution of nodes is difficult. (2)
Damage to critical paths.

4.2 Optimization-Based Systems
Transport in urban areas experiences complex control problems owing to the high vehicle density.

In [56], the challenges of controlling traffic can be solved using bi-level optimization-based systems.
In this setup, the flow of traffic can be controlled by minimizing the number of vehicles queuing up at
traffic lights. The system calculates the optimal level using traffic lights, the duration of the light cycle,
and the offset of the green color in the neighboring traffic lights. Accordingly, the system can determine
the optimal time to change the lights and reduce the number of vehicles queuing. In addition, reference
[57] proposed an optimal scheduling system that uses real-time GPS data to determine the travel time
among clusters. These systems can be used to manage transport buses that operate at different times.
The vehicle turnover can be optimized by collecting data on travel ties, station layovers, headways, and
operating costs to create an optimal schedule.

In urban areas, traffic congestion occurs in different patterns depending on the time of the day.
Reference [58] proposed segmenting urban areas into clusters that create heterogeneous networks that
can be used to predict congestion patterns. Real-time traffic control systems can be optimized by
continuously altering the size of clusters as the number of vehicles increases. Optimal traffic flow
also depends on the placement of ITS equipment along highways. According to [59], equipment such
as closed-circuit videos must be optimally placed to maximize their coverage area. Due to budget
constraints, ITS equipment must be placed in such a way that every area is fully covered, and these
devices can collect data that are needed for controlling traffic. Therefore, networks deployed to collect
data and help control traffic should be optimally distributed to increase their coverage and avoid blind
spots that can affect the coordination of vehicles along highways. Optimal placement is particularly
important in urban areas where tall buildings can hinder visibility and signal transmission. Table 3
shows the strengths and limitations of recent optimization-based approaches.
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Table 3: Optimization-based approaches

Item Year Strengths Limitations

[60] 2022 (1) Supports efficient transportation and
traffic safety. (2) Provides an optimal
communication link policy. (3) Prevents
the impact of malicious vehicles.

(1) The need to manage high traffic in
centralized units. (2) Re-training of the
model in different network
environments.

[61] 2021 (1) Considers the driving environment of
the highway. (2) Reduces traffic
congestion. (3) Significantly increases
throughput. (4) Reduces delay time.

(1) Learning and network overhead are
not highlighted. (2) No discussion
about irregular mobility impacts.

[62] 2021 (1) Dynamically selects a route strategy by
learning the network traffic model. (2)
Handles real-time traffic data. (3)
Incorporates intelligent data exchange.

(1) Learning and network overhead are
not highlighted. (2) No discussion
about high-speed vehicle impacts. (3)
Network overhead.

[63] 2020 (1) It has a leading packet delivery ratio
under different traffic conditions. (2) Less
packet delivery delays. (3) Less network
overhead.

(1) Irregular density of traffic. (2)
Obstacles interruptions.

[64] 2020 Enhanced end-to-end packet delay. (1) Uncertain node mobility.

5 Flexible Coordination Strategy for Vehicles

The simulation used vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication
strategies. In the V2V strategy, vehicles are expected to collect data and transmit them to neighboring
cars. Hence, vehicle1 would detect the accident and roadwork and send this information to vehicle2
and the ambulance to alert the drivers of the incidents on the road. The vehicles were also transmitted
to other nodes (vehicles) along the highways. In V2V communication, vehicles rely on onboard sensors
to collect this data and send it to other vehicles. Therefore, there was no need for cloudlets to process
data because of the simplicity of the information picked and relayed by these sensors. This type of
communication was facilitated by sensors and wireless transceivers attached to the vehicles. However,
this information is only available to vehicles within a small radius because the transmission does not
use large area networks (LANs) to communicate with nodes over long distances.

The simulation also used V2I communication, where sensors on vehicles send data to roadside
units, traffic lights, cloudlets, and other systems in the infrastructure. V2I communication extends
the broadcast for these messages because it extends the transmission range of an individual vehicle.
Therefore, the vehicles and ambulances used in the simulation could communicate with other nodes
over long distances by relaying the messages through the infrastructure. V2I was also used to detect
the speed and type of vehicles and warn them to adjust as they approached the accident scene.
On-board equipment collects the information and transfers it to RSUs, which then relay it to
other vehicles using wireless networks to other nodes. The RSU also prioritized these messages by
broadcasting accident warnings over roadwork information. The intelligence system can prioritize
sending important messages over other forms of communication.
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5.1 Coordination Design for Vehicles
Based on the ITS station reference design, communication between the neighboring vehicles was

achieved through V2V messaging, and the information was relayed and stored in the local dynamic
map (LDM), as proposed by various researchers [65,66]. LDM was specified within the facilities
layer and provided common features shared by numerous applications for different tasks, as defined.
The LDM is crucial in this simulation because it supports different ITS applications by obtaining
information on vehicles compromising traffic, including but not limited to dynamic data, such as
roadside units, traffic conditions, vehicles, and the presence of obstructions or accidents.

V2V messaging updates the LDM data that enable neighboring connected test vehicles to be aware
of each other’s presence, especially when they are out of sight, due to a spiraling road or obstruction.
Fig. 1 illustrates an example in which the LDM relays accurate information to vehicles approaching
an intersection. In Fig. 1, the layer beneath indicates the physical space where roads, pedestrians, and
vehicles are located, while a parallel upper layer was designed to represent the cyberspace containing
networked computers computing, storing, and maintaining data ready to be shared and exchanged
by other vehicles to ensure an efficient public transport system, although this was at a simulation
level. Within the ITS station structure, the digital data received as Comparative Awareness Messages
(CAMs) through the V2V communication model are relayed to the LDM, where it is stored. The
process of transmitting information from a vehicle to an LDM is termed V2I.

Figure 1: V2V and LDM messaging LDM messaging represent vehicle-to-infrastructure communica-
tion [66]. Vehicle 1 was alerted through the driver assistance alerting system of other vehicles on the
other side of the building. If the LDM sends accurate data or information that the vehicle is moving
in the collision course with a vehicle at an intersection or a vehicle with an accident, it has to stop

All the scenarios assured that cyber-physical systems were working as intended, that V2V messages
were successfully transmitted to the target vehicles, and that the makeshift LDM was kept updated
about the environment. However, in the real physical world, physical space information is not always
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correctly projected into cyberspace. The physical projection issues involved in cyberspace using V2V
include the following:

5.1.1 Mixed Environment

All vehicles must be equipped with sender-side V2V features to detect vehicles using the V2V
messaging protocol. In this respect, the penetration of V2V communication is essential for ensuring
cooperative ITS. It is noteworthy that the US NHTSA conducted studies on the likelihood of enforcing
regulations requiring all new light vehicles to be equipped with V2V devices [67]. Regardless of the
level of this enforcement, older vehicles will still lack V2V devices, and in such a situation, there
would be a mixed environment where legacy vehicles would operate along with V2V-enabled ones.
Legacy vehicles will bring challenges in achieving an efficient transport system in terms of safety.
Apart from legacy vehicles, it is important for cooperative ITS to consider bicycles and pedestrians,
as they are not connected to V2V communication. Thus, it was assumed that V2V communication
ignores non-V2V conscious nodes, and their presence is also not detected in cyberspace through
V2I messaging. Consideration of non-V2V conscious nodes implies that V2V messaging systems can
adapt to mixed environments, which would enable coexistence between non-conscious nodes and V2V-
enabled vehicles.

5.1.2 Obstacles and Interference

V2V devices broadcast messaging over ITS-based media (760 MHz or ITS-5G) within a single-
hop distance. Obstacles between nodes may interfere with V2V message delivery, which may include
hills, bridges, buildings, tunnels, and heavy-load vehicles. In such a scenario, the target vehicles would
not receive V2V messages and real-time physical information would not be accurately reflected in
cyberspace. In Fig. 1, Vehicle 1, which is the V2V receiver, is not aware of the presence of other vehicles
or does not have up-to-date information. Such a situation requires solutions to ensure that real-time
information is delivered to the target vehicles.

5.1.3 Narrow Wireless Range

V2V communication is limited to a certain distance because it uses wireless radio for the
propagation of the right messages. The estimated range is between 500 m and 1 km while using ITS-5G
in a perfect environment, but the range diminishes in out-of-sight scenarios.

5.1.4 Malfunctioning

The information is propagated to cyberspace in the form of V2V messages. Even when V2V
systems use public key infrastructure, they are still susceptible to malfunctions of sender vehicles, as
incorrect data, such as time, speed, and position, would be received by the target vehicles. The issue
of malfunctioning is important o for detecting incorrect physical information in V2V communication
exchange processes.

The identified issues of obstacle interference and mixed environments can be solved through the
proposed V2V-enabled RSUs known as Proxy CAM, which complies with European Union V2V
message standards. These standards are easily adapted to the US standards using BSM V2V message
formats. With some modifications, the plan is a potential solution to other issues associated with failed
V2V messaging.

Fig. 2 provides a typical design for a Proxy CAM system in which roadside sensors can detect
a vehicle’s information, such as velocity, acceleration, and position. This information is sent to the
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system infrastructure server database, which in turn generates CAMS and broadcasts it to the V2V-
enabled vehicles that store it in their respective LDMs. These can be shared with other vehicles to avoid
possible collisions and prevent further damage in the event of an accident.

Figure 2: Proxy CAM design with three phases: Detection, sensor data to the database, and proxy
CAM transmission

The RSUs can be designed to enable proxy V2V messaging and solve issues related to obstacle
interference, mixed environments, and malicious messages. Fig. 3 shows the proposed proxy CAM
RSU system. RSUs are installed at equidistant locations with each unit capable of detecting objects,
such as bicycles, pedestrians, and vehicles in the target areas through sensors and wireless receivers. The
real-time data of the objects are stored in a database for processing the data by making comparisons
between the data in the sensor and the received data via V2V messaging. Upon completion of data pro-
cessing, the RSU advertises the received proxy V2V information over ITS-enabled media and shares
dynamic information (keeps on changing with time) with the target area. The dynamic information is
then delivered through a remote proxy using a cellular network of the cloud infrastructure. The receiver
V2V-enabled vehicle receives the information through a combination of remote and V2V messaging.

Figure 3: RSU proxy V2V messaging
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5.2 Algorithm and Simulation
The methodology for performing the simulation was designed to estimate the collision probability.

The amount of time to collision [68] measures the seriousness of conflicting road events and the
probability of collision from such a conflict. The lower the time to collision, the higher the collision
probability. There were two proposed times for collision, TTC: crossing and rear-end collision. In this
simulation case, considering the crossing collision, vehicles remain in their lane and are not allowed
to make a turn. To better predict the time to collision, a transformed coefficient collision probability
indicator (CPI) [68] was introduced to describe the likelihood of collision between two vehicles in
the collision path. However, collisions involving three or more vehicles were not considered in this
simulation. The collision probability can be estimated as:

Pcpi (k) = e− 1
δ

tTTC (k) (1)

From Eq. (1), δ is the scalar parameter, and it can be established that Pcpi (k) is simply a monotone-
reducing function of TTC that meets the expression, Pcpi (k) ∈ (1, 0). The vehicles were required to
adjust the speed when Pcpi (k) ≥ ε. Based on the test outcomes, the values of ε and δ were 0.005 and
2, respectively. In the phase intersection diagram shown in Fig. 4, the conflict matrix C = [cij] can
be used to describe the conflicting relationships, showing 1 for conflicting phases and O for non-
conflicting phases. The simulation ignored the non-conflicting phases during the summation of the
collision probability. An accident was modeled at the intersection to determine the behavior of vehicles
and how V2V and V2I communication helped circumnavigate the entire scenario.

Figure 4: The phase intersection diagram
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In the simulation, an enhanced estimation of vehicle collision probability at an intersection was
proposed based on the collision probability algorithm developed by [69] through a probabilistic model
for vehicle trajectories. The vehicle dynamics were expressed as the previous location (x, y), acceleration
a, heading angle θ ; and vehicle speed v. A tuple (x, y, a, v, θ ) was used to identify the trajectory of the
vehicle and became a basis for defining the collision function depicted by the objective function in
Eq. (2).

Obj.Fun J =
∑p
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∑Ll

k=l

∑Ntk

m=l

∑p

j=l

∑Lj

l=1
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⎛
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ym yn
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am an

θm θn

⎞
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Eqs. (3) and (4) can be described as follows: Original state conditions: current time and the
trajectory of a vehicle are represented t0 by Xi and, respectively.

vi = (
X .

i (t) | (t = t0)
)

(3)

ai = (
X ..

i (t) | (t = t0)
)

(4)

Eqs. (5) and (6) can describe minimum headway as follows: the expression is created by two
consecutive vehicles:

0 < S
(

1
2

(ai − ai+l) R2

)
− (ai − v1 + vi+l) R + S (5)

S = 1
2

ai − vi − XI (t0) + Xi+l(t0) (6)

where:

i, j = phase number indices, p = total phase numbers, k, l = lane identifier, coll (Xm, Xn) =
collision function, f (Xm, Xn) = trajectory probability, Nik, Njl = number of vehicles in lanes k and
l, Li, Lj = a total number of lanes, R = radius of curvature of the vehicle’s trajectory, S = distance
between vehicle i and vehicle i + 1 on the same lane at time t0.

The simulation focused on a secluded urban intersection with just one lane in all four directions
without an allowance for turning motions. The simulation validated and evaluated the feasibility
of the proposed algorithm. It is noteworthy that the algorithm was originally tailored for general
intersections with turning movements, multiple lanes, and roundabouts. The safety issues were
communicated through a wireless dedicated short-range communication system using V2V and V2I
messaging. The information gathered was sent to the MAC for computing the collision probability
based on the received CAMs and BSMs transmitted by other vehicles. Table 4 presents the generated
traffic simulation parameters.

All vehicles in the simulation were equipped with a V2V messaging device for wireless com-
munication with each other. V2V-enabled vehicles with communication range continuously monitor
beaconing messages, generating dynamic information that was used to determine collision probability.
As soon as a new V2V-enabled vehicle successfully received the beaconing message and answered it, the
vehicle was registered as a mobile node and given a unique address for communicating with vehicles
based on the IP-based VANET. Considering the presence of transmission delay, V2V-enabled vehicles
had a relatively higher computational ability, performing a series of optimization processes to capture
optimal acceleration rates, velocity, instantaneous location, and headway angle, as indicated in Table 5.
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Table 4: Traffic parameters for the simulation

Parameter Value

Simulation time step 5 ms
Min headway 1 s
Speed distribution (0, 25) m/s
Lane length and width 500 m, 3.5 m
Vehicle length and width 4.5 m, 1.75 m
Maximum acceleration and deceleration 4 m/s2, −4 m/s2

Table 5: Communication simulation parameters

Parameter Value

Frequency band 5.9 GHz
Channel bandwidth 10 MHz
Data rate 6 Mbit/s
Transmit power 20 mW
Sensitivity −94 bBm
Wireless communication range 300 m

The simulation was carried out in two phases: the first phase involved V2V communication and
the second involved the combination of V2V and V2I data transmission. In these two scenarios, a
traffic accident occurred after the150 s of simulation, and the total simulation time was 1800 s. Figs. 5
and 6 illustrate the end-to-end delay data obtained from this simulation.

Figure 5: End-to-end delay for only V2V messaging
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Figure 6: End-to-end delay for both V2V and V2I messaging

6 Evaluation and Discussion

The simulation performance was evaluated using a software platform traffic simulator SUMO
[70]. The simulation platform was developed to simulate and record the interactions and performance
of arbitrary simulation trials for vehicle models passing through an RSU near the intersection
involving just one lane from all four directions, to quickly prototype an efficient transport system
using real-time data. The simulation platform was created using C++ and OpenGL, coupled with
parallel computation Intel Thread Building Blocks designed on multi-core processors. The simulation
platform is shown in Fig. 7. All simulation objects were modeled using hybrid simulation techniques,
where differential equations and controller actions were used to describe the continuous and discrete
behavioral elements of the simulation objects, respectively. The simulation platform has several user
interfaces categorized into different multiple panes: visualization, object explorer, global parameter
control, console, object parameter control, and state table. The visualization interface allowed the user
to view the simulation conditions using 3D graphic models. For instance, if the user selects a vehicle
object, they can see elaborate details such as location, speed, acceleration, and headway angle.

The object explorer allowed the user to select simulation objects that would be shown in the
visualization pane. The global parameter control pane allows the user to change or modify global
platform parameters for traffic and communication, dispatching collision probability, and redefining
intersection negotiation rules. The console pane displays informational and debugging text and allows
users to adjust simulation parameters in an interactive manner using a command line window. Finally,
the state table pane was used to display the current and past simulation conditions for the selected
vehicle objects: velocity, acceleration, location, heading angle, and probability of collision.

The simulation platform was coupled to the Network Simulator (ns2), which served as the wireless
ad hoc network, which could be used in the physical world. ns2 is prevalent in the ad-hoc mobile
network community, as it offers extensions that are up-to-date and accurate models [71]. The wireless
interface of ns2 was tuned based on probabilistic radio wave transmission and the IEEE 802.11p draft.
Although the focus of the implementation of the simulation was on these simulators, it is essential
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to state that the framework used in this case was not limited to special networks and road traffic
simulators.

Figure 7: Simulation software with mapping tools for indicating the data captured in all RSUs and the
output of the performance data based on traffic and communication baseline parameters

During the simulation run, the traffic simulator, which acted as a server, was first turned on. The
traffic simulator provided two extra command-line parameters for operating it in the traffic control
interface (TraCI)-server mode that allows to retrieve values of simulated objects and to manipulate
their behavior “online”.

– penetration <float> defines the ratio of vehicles from 0 to 1, which has a radio interface. The
default value is 1.
– port <int> activates the server ports on which the traffic simulator listens to the incoming
connections. After the server port is set, the simulation step command triggers the simulation.

For ns2, the TCL script is used to set up the TraCI-Client, together with the configuration of
the network scenario. Several codes instantiate a TraCI-client object that connects to a TraCI-Server.
Through set-remotePort and set-remoteHost, there is a successful specification of the TraCI-Server
connection. The connection is followed by a time interval created to call the simulation step, and the
startSimStepHandler triggers the command.

For a one-hour transportation simulation with at least 850 vehicles, approximately 9 GB of
compressed binary data was produced from 30 min of CPU time.
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Table 6 summarizes the performance gains obtained using the proposed communication algo-
rithms. The algorithms were able to substantially minimize the overall delay time and mean queue
lengths, leading to 96.2% and 33% improvements, respectively. Additionally, the overall travel time
was enhanced by 21.8%. Such a significant improvement may result in better intersection improvement
and a reduced probability of collision. The number of vehicles passing through an intersection also
increased by 7%. The algorithms helped to avoid collisions by alerting the vehicle to adjust the
acceleration concerning other vehicles.

Table 6: Algorithm gains

Measure FTC CVC Gain

Stopped delay time 13.5 h 0.51 h 96.2%
Queue length 46.3 m 31.0 m 33.0%
Travel times 37.6 h 29.4 h 21.8%
Throughputs 1356 veh 1450 veh 7.0%

7 Summary and Future Work

Traffic management can be significantly improved by incorporating advanced intelligent trans-
portation systems that could provide various benefits to road transportation, including preventing
and responding to accidents. In this regard, vehicular communications play a critical role in ensuring
the reliable and timely delivery of messages. Vehicle routing becomes a challenging problem due to
constant mobility, frequent changes in topology, intermittent network connectivity, and unbounded
network size. Increasing the efficiency of coordination among transportation objects would help
ensure that vehicles constantly interact with each other to report accrued events and make better
decisions that increase transportation efficiency. This paper highlights VANET challenges and pro-
poses an event simulation algorithm that improves the average time of road transportation trips.
Optimal integration of V2V and V2I messages appears to yield better results in terms of end-to-end
delay and information spread time than just using V2V or V2I messaging. Several areas need to be
investigated to ensure safety in the transportation sectors, including the prediction of road conditions,
weather forecasts, accident prevention, driving habits, and optimal route detection. To cope with
different network conditions in VANET, the scaling and calculation complexity of routing mechanisms
should be further investigated, especially in high-priority and emergency messages. This could lead to
improving traffic flow on roads, especially traffic lights, roundabouts, intersections, etc. Designing
mechanisms and approaches to integrate 5G and 6G features will improve network functions and
performance, enabling more efficient coordination of vehicular nodes to maximize road transportation
efficiency.
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