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ABSTRACT

Recent years have witnessed significant advancements in the field of character recognition, thanks to the rev-
olutionary introduction of machine learning techniques. Among various types of character recognition, offline
Handwritten Character Recognition (HCR) is comparatively more challenging as it lacks temporal information,
such as stroke count and direction, ink pressure, and unexpected handwriting variability. These issues contribute to
a poor level of precision, which calls for the adoption of anomaly detection techniques to enhance Optical Character
Recognition (OCR) schemes. Previous studies have not researched unsupervised anomaly detection using MLP for
handwriting recognition. Therefore, this study proposes a novel approach for enhanced English letter identification
based on a Multi-Layer Perceptron (MLP) neural network and an anomaly detection method. The MLP neural
network is trained on a massive dataset of letters, enabling it to achieve high accuracy in recognizing letters from
different font styles. Additionally, to further enhance the performance of the system, an anomaly detection method
is employed to identify and eliminate any outliers or anomalies in the recognition process. The combination of these
two techniques results in a highly accurate and robust letter recognition system that can be applied to a wide range
of practical applications. The hybrid approach aims to increase the accuracy of English letter identification while
minimizing misclassification, i.e., classification issues associated with recognizing English letters in images. To
identify handwritten letters based on their underlying patterns, discriminant samples with extracted attributes were
fed into a neural network, which was then used to categorize the data. This paper achieved significant improvements
in English letter identification by coupling the anomaly detection algorithm and the multilayer perceptron neural
network. When tested on the UCI-English letters dataset, this hybrid technique boosted the accuracy from 84.11%
using the multiple neural networks to an impressive 92.84% with the proposed method. Moreover, the experimental
results of the study have demonstrated that the hybrid method outperforms modern classification techniques for
handwriting letter recognition. Overall, the proposed approach has tremendous potential to advance the field of
character recognition, especially for offline handwritten character recognition, and can pave the way for developing
more accurate and efficient OCR systems in the future.
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1 Introduction

The ability to recognize and process written characters is a crucial aspect of modern technology
and plays a significant role in fields such as document analysis, handwriting recognition, and Optical
Character Recognition (OCR). With the growing demand for digitization and automation of various
tasks, the need for accurate and reliable letter recognition systems has become increasingly apparent.
Traditionally, letter recognition has been approached through various methods such as template
matching and feature extraction. However, these methods are limited in their ability to recognize letters
from different font styles and can often produce incorrect results in real-world scenarios.

Handwriting recognition is a category of OCR, and it is the technology that can convert
handwritten characters to speech [1,2] or Braille [3] and evaluate answers on an answer sheet [4]. It
is a challenge to recognize a handwritten script because of the different possible ways of shaping the
character by different individuals [5]. Hand-written character recognition is categorized into online
and offline character recognition. Online character recognition involves recognizing character data
in real-time [6]. In contrast, offline character recognition is a mechanism for parsing an image into
words, where the image has handwritten text (e.g., [7,8]). This process is difficult due to the variation
of handwriting styles and the presence of noise; thus, achieving a 100% recognition rate is almost
impossible [9]. Additionally, the process of handwriting recognition is very complex and includes
different stages, namely, image source acquisition, preprocessing operations, segmentation, feature
extraction, and classification. There are several numbers of difficulties in handwriting recognition:

e There is a great deal of variety and ambiguity in handwritten strokes from person to person.

e The handwriting style of a particular individual occasionally changes and is also inconsistent.

e The exposure time and degradation of the source document or image may result in
deterioration.

e Text may be aligned in a straight line when printing. However, people do not need to align text
on white paper in a straight line when writing by hand.

e Itis difficult to distinguish and recognize cursive letters in handwritten text because text written
in cursive may have varied rotations to the right. In contrast, all text is straight when printed.

e Compared to synthetic data, collecting a properly labeled dataset to learn from is expensive.

In the image source acquisition stage, written text is captured by a digital input source, such as
a scanner or digital camera. The preprocessing stage often improves the quality of written characters
and thus increases recognition accuracy. A sequence of techniques is applied in this stage. First, noise
is eliminated from the image by reducing some signals from the image. This process is called “noise
removal”, and it can be completed by certain algorithms such as the min-max, Gaussian, and median
filtering methods. Second, color or grayscale images are converted to binary images that consist of
I’s and 0’s. This conversion process is called “binarization”. The third step is the “morphological
operation”, which either dilates some pixels in image holes or boundaries [10] or erodes some pixels
in image holes, which increases the hole size, or boundaries. Thus, dilation is sometimes used to
join disjointed pixels, and erosion is used to remove noise from the image [ 1]. The segmentation
stage implicitly or explicitly recognizes the individual character in the image. That is, the word can
be recognized without a segmentation process or predicted by extracting its individual characters.
The feature-extraction stage extracts the features of each character, as each character has its unique
features. The classification stage tests the input data to group characters to certain labels according to
the extracted features.

In contrast, various classification techniques (e.g., decision trees and neural networks) have been
used to classify and recognize handwritten characters. The idea behind neural networks, for instance,
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is to imitate the learning processes of the human brain in its learning process. Neural networks consist
of nodes that are mapped by neurons and grouped into at least three main layers: input, hidden, and
output layers. The input layer receives inputs from original data or other neurons and sends the data to
the hidden layers. In the hidden layers, training occurs by applying computational models. Accordingly,
the output layer predicts the most probable outcomes.

There are different learning approaches in neural networks two of them are: supervised and
unsupervised learning. While supervised learning methods utilize labeling assistance from humans
to classify outcomes, unsupervised learning methods can discover common features of input data and
cluster the outcomes accordingly, without human intervention. Unsupervised learning is characterized
by its ability to learn from large unlabeled data. Neural networks have simple elements that operate in
parallel [12].

A neural network architecture called Multi-Layer Perceptron (MLP) is capable of distinguishing
complex patterns. This capability makes MLP a popular architecture for research in character
recognition. For example, see [13—15]. However, neural networks are affected by anomalies [16]. An
anomaly refers to something significantly different from the normal situation [17]. Employing the
anomaly detection process in machine learning improves classification performance [18]. Nevertheless,
unsupervised anomaly detection has not been used with MLP for handwriting recognition. In this
paper, a new contribution to character recognition of handwriting based on the combination of MLP
and unsupervised multivariate anomaly detection is presented.

In recent years, machine learning techniques, specifically artificial neural networks, have shown
great promise in solving complex recognition problems. This article proposes an enhanced letter
recognition approach based on an MLP neural network and an anomaly detection method. This
research hypothesizes that the use of a neural network allows for a high level of accuracy in recognizing
letters from different font styles, while the anomaly detection method helps to identify and eliminate
any outliers or anomalies in the recognition process, resulting in a highly accurate and robust
system. This research not only highlights the potential of combining MLP neural networks with
anomaly detection techniques for improved letter recognition performance but also provides a valuable
contribution to the field of character recognition and its various applications. The proposed approach
leverages the ability of MLP neural networks to learn complex relationships between inputs and
outputs to accurately recognize letters. The training process involves feeding the neural network with
a large dataset of letters, allowing it to learn and generalize the patterns and relationships between the
input and output. Once trained, the neural network can accurately recognize letters from different
font styles, improving its practicality and versatility. To further enhance the performance of the
system, an anomaly detection method is employed. This method identifies any outliers or anomalies
in the recognition process, ensuring that the results are consistent and reliable. By eliminating these
anomalies, the system can produce accurate results even in the presence of challenging scenarios such
as distorted letters or varying font styles. This research can serve as a valuable resource for researchers
and practitioners in the field of character recognition and its various applications, paving the way for
further advancements in this area.

2 Related Work

Handwritten Character Recognition (HCR) is a critical problem in the field of pattern recognition
and computer vision. It has been an active area of research for several decades, and it has numerous
applications such as digitizing handwritten documents and recognizing bank checks and postal codes.
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HCR has received significant attention from researchers, and Machine Learning (ML) methods have
shown remarkable progress in recent years.

Handwriting recognition has been one of the most challenging research areas in pattern recogni-
tion in recent years [12,19]. However, it is very useful in many real-world problems, such as verifying
signatures or mailing addresses, processing bank checks, and analyzing documents. Many studies have
focused on identifying handwritten strokes, characters, digits, or words [12]. Generally, handwriting
recognition is classified by either online or offline methods. The online method has better recognition
of handwritten characters, but offline methods have been successfully used to achieve high recognition
accuracy [19]. Anonymous algorithms can be supervised, unsupervised, or semi-supervised learning
methods. Supervised methods have limitations regarding computational performance. Unsupervised
methods can be categorized as distance-based, density based, or linear. Linear methods are used
to convert higher-dimensional data into lower-dimensional data and compute outlier scores. The
anomaly detection algorithm is very efficient in processing and calculating the best value [20]. Anomaly
algorithms can be applied to detect the anomaly in videos to identify any abnormality in a video
stream automatically. Several approaches were introduced to find anomalies on the frame level by
applying deep neural networks to measure the degree of the anomaly of the frames of the input video by
generating an anomaly score for each frame [21]. For example, the study [22] sufficiently discriminated
anomaly in video snippets by developing a weakly supervised temporal discriminative paradigm. Also,
the study [21] achieved high accuracy in detecting anomalies in images by considering the uncertainty
and diversity of anomalies.

The k-means algorithm grouped k clusters and was then used in Predictive Analysis Library (PAL)
for anomaly detection [17]. Points far away from the centroid were identified as anomalies. Another
study [18] focused on reading digits from house number signs in street-level images with unsupervised
learning, which is a difficult computer vision problem. This research included two stages: a detection
stage and a recognition stage. However, digit recognition is much easier than letter recognition.
In [23], researchers identified characters in scenic images, which is another challenging recognition
problem, by applying machine learning methods. Christlein et al. [20] used deep Convolutional Neural
Networks (CNNs) in an unsupervised manner. Pal et al. [24] focused on handwritten English character
recognition.

With the advancement of deep learning techniques, HCR has achieved significant progress in
recent years [25]. ML algorithms have shown promising results in HCR. Support Vector Machines
(SVMs) have been used to recognize handwritten characters with high accuracy [26-28]. SVMs
are supervised learning algorithms that separate different classes by constructing a hyperplane in a
high-dimensional space. They are highly effective in HCR applications and are widely used in the
field. Another popular approach is Deep Learning, which has shown state-of-the-art results in many
computer vision applications, including HCR. CNNs have been extensively used in HCR due to their
ability to automatically learn hierarchical representations of the input images. CNN-based models
have achieved outstanding performance on benchmark datasets such as the MNIST dataset [29].
Additionally, CNNs have also been used in HCR for sequence labeling tasks, where the output is
a sequence of characters. The method that used the Long Short-Term Memory (LSTM) networks was
shown to be highly effective in recognizing cursive handwriting [30]. One of the challenges in HCR
is dealing with variations in handwriting styles, writing speeds, and quality of the input images. To
address these challenges, researchers have used data augmentation techniques to increase the size of
the training data and reduce overfitting. Data augmentation techniques include rotation, scaling, and
translation of the input images.
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There are several variations in peoples’ handwriting. However, the results showed high recognition
accuracy and minimal training time. Based on the aforementioned studies, there is a trend toward
less invasive data mining technologies that can achieve better accuracy rates with the combination of
supervised and unsupervised techniques. The present research offers a hybrid Multi-Layer Perceptron
Neural Network (MLPNN) anomaly detection approach as one of the image recognition solutions.
The objective of this research is to categorize and forecast the handwriting of people to properly
recognize the presence of English handwritten letters. Recognition is the process of determining the
distinction between types of letters from A to Z. Once a letter is recognized, it is vital to classify the
predicted shape of the letter. More notably, this study examines the anomaly detection methodology
as an unsupervised learning method and an efficient artificial neural network model. The distinction
between the MLPNN anomaly detection method and other classification approaches is that the
hybrid approach incorporates a clustering result as an input feature, which may enhance the letter
recognition prediction rate. Other classification models utilize features from the original dataset as
input. Additionally, the anomaly detection algorithm may automatically group the handwritten letter
dataset to find related samples and attributes. As a result, the correlation between input characteristics
may be boosted, which assists the classifier in retrieving correct results.

Moreover, it is significant to identify any unusual behavior without the need for human interven-
tion [31]. Anomaly detection methods can be discussed according to two approaches: (1) conventional
or traditional feature-based approaches, and (2) deep feature-based ones [31]. The traditional feature-
based methods were applied in the past in three main stages: Feature extraction, feature learning, and
outlier detection. In contrast, deep feature-based methods were applied successfully on nonlinear high-
dimensional data such as video summarization [32]. The model in [32] was applied to four different
datasets to detect anomalies by running in three different steps: shot segmentation, feature extraction,
and sequence learning and anomaly classification. The final results showed overall accuracy improve-
ment and false alarm rate reduction. These studies demonstrate the effectiveness of various machine
learning methods in improving the accuracy and efficiency of handwritten character recognition. These
methods can be further developed to enhance the performance of HCR systems and to extend the
applications of handwriting recognition in areas such as document analysis, OCR, and computer
vision.

Previous research has focused on increasing recognition accuracy and reducing processing time
[19]. The model in [24] first scans the sample then performs skeletonization and normalization
operations and applies boundary detection techniques to extract input features. After that, the
neural network classification is applied to recognize the characters. The results of [24] showed that
black propagation networks yield a good recognition accuracy of 94%. However, more effort is
needed for higher recognition. The study [19] applied an unsupervised feature learning algorithm to
natural scene text detection and recognition. This approach achieved 85.5% increasing accuracy with
top performance compared to other similar systems. The study [16] introduced a diagonal feature
extraction scheme for an offline handwritten character model. The results of this model showed a
recognition accuracy of 96.52% with 54 features and a recognition accuracy of 97.84% with 69 features.
Further, the study [11] presented their neural network on an optical character recognition model.
The process of this model includes image: pre-processing, segmentation, gray scaling, noise removal,
and feature extraction. The method gives 85% accuracy, but it cannot be applied to recognize cursive
handwriting. Finally, the study [20] introduced a deep CNN model. This model applies unsupervised
feature learning using deep neural networks without the need for labeled data. No training labels
were needed by the model. This approach outperformed supervised surrogate classes and traditional
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features by 84.1%. Also, grayscale binarized images are preferred for the training learning process.
Table 1 shows the approach, presented model and results of the previous studies.

Table 1: Comparison between previous studies

Study Approach

Modeling

Results

Pal et al. [24] e Neural network

e Scan the sample

o Perform skeletonization and
normalization operations

e Apply boundary detection feature
extraction technique

o Neural network classification

e Character recognition

e Black propagation network yields good
recognition accuracy of 94%
o More effort is needed for higher recognition

Coates et al. [19] e Unsupervised feature
learning algorithm
o Natural scene text detection

& recognition

e Apply an unsupervised feature learning
algorithm to generate the features used
for classification

o Evaluate the features

e Train a linear classifier

o Achieved 85.5% increasing accuracy with
top performance compared to other
similar systems

Pradeep et al. [16] e Diagonal feature extraction
scheme for offline

handwritten character

e Image acquisition

e Pre-processing

e Segmentation

o Feature extraction

o Classification & recognition
o Post-processing stages

e Recognition accuracy of 96.52% with 54
features

e Recognition accuracy 97.84% with 69
features

Sharma &
Chaudhary [11]

e Neural Network on optical
character recognition

o Image pre-processing
e Segmentation

o Grayscale image

e Noise removal

e Feature extraction

e The method gives 85% accuracy
e Cannot be applied to recognize cursive
handwriting

Christlein et al. [20] e Deep Convolutional Neural
Networks (CNN)

e Apply unsupervised feature learning
using deep neural networks without
the need for labeled data.

e Evaluate all steps using publicly
available dataset

e No training labels were needed.

e The approach outperformed supervised
surrogate classes and traditional features
by 84.1%

e Grayscale binarized images are preferred
for the training learning process

The present study focuses on the unsupervised anonymous detection algorithm for the English

language. The English language is written from left to right and consists of 26 characters (21 constants
and 5 vowels). The output target is the nonbinary classification consisting of 26 capital letters. The
goal of this article is to use a hybrid technique by combining an anomaly detection algorithm and a
multilayer perceptron network (MLP) to increase accuracy recognition.

3 Materials and Methods

This model is built using an anomaly detection algorithm on top of MLP. The first step in the
model is to apply the anomaly detection algorithm on an unlabeled dataset to detect outliers in the
data by studying its internal structure. The assumption in this paper is that using the anomaly detection
algorithm to cluster the data and feed the output data coming from the anomaly algorithm to the MLP
will enhance the system’s accuracy while recognizing the data [18].
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3.1 The Dataset

The dataset of this model is preprocessed data that were donated by [23]. The dataset consists of
20.000 records that represent the twenty-six capital English letters from (A-Z) from twenty different
font styles. The letters were randomly distorted to generate 20000 records in the dataset file with sixteen
different features for each record. The features of letters from A-Z were represented in the dataset
as numeric attributes, as shown in Table 2. The dataset has no missing values and was built to be
associated with classification [23].

Table 2: The attributes of the letter recognition dataset [3]

Attribute Data type Description

X-box Integer_Type The X horizontal position of the box
Y-box Integer_Type The Y vertical position of the box
Width Integer_Type The width of the box

High Integer_Type The height of the box

Onpix Integer_Type The total number of pixels

X-bar Integer_Type Mean X on pixels in the box

Y-bar Integer_Type Mean Y on pixels in the box

X2bar Integer_Type Mean of X variance

Y2bar Integer_Type Mean of Y variance

Xybar Integer_Type Mean of X and Y coloration

X2ybr Integer_Type Mean of X2%Y

Xy2br Integer_Type Mean of X x Y2

X-ege Integer_Type Mean of edge count from left to right
Xegvy Integer_Type X-ege correlation with Y

Y-ege Integer_Type Mean of edge count from bottom to top
Yegvx Integer_Type Y-ege correlation with X

3.2 Anomaly Detection Algorithm

Anomaly detection simply finds outliers in the data, which do not fit the expected patterns within
the data. The anomaly algorithm generally detects any information that can be used in comparison
to recognize anomalies. Anomaly detection can be applied to achieve supervised, unsupervised, or
semi-supervised learning. In this model, the dataset that is fed to the algorithm is unsupervised. To
maximize the prediction accuracy of the model, the input dataset was first analyzed to cluster the
inputs according to their anomalies. The anomaly algorithm divides the data into groups by learning
the behavior of the input dataset and identifying the outliers of the incoming input. To accomplish
this, the algorithm runs three stages in the following order: modeling, scoring, and reasoning [28].
This technique searches for outliers in cluster groupings. Before inferential data analysis, outliers are
quickly detected for data verification purposes. This method is designed for general anomaly detection,
meaning that the definition of an anomaly is not industry-specific, such as detecting strange payment
patterns in health care or money laundering in finance. The algorithm consists of three main steps
(see Fig. 1).
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e Modeling. Each case is assigned to a cluster based on how closely it matches a set of input
variable values. The cluster model is used to determine the cluster group of a case and the data
required to compute the cluster group norms are retained.

e Scoring. Each instance is input into the model to identify its cluster group, and indices are
created for each instance to quantify its uniqueness considering its cluster group, as described
above. All instances are classified based on the values of their anomaly indices. “Anomalies” are
displayed in the upper right corner of the case list.

e Reasoning. For each anomalous occurrence, the variables are ranked in descending order
according to their corresponding variable deviation indices. The top variables, their values,
and the associated normal values for each of the top variables are provided as justification
for classifying a case as an anomaly.

Fig. 1 highlights the different functions for the three main steps in the process of the anomaly
detection algorithm.

Modeling Scoring Reasoning
o Training set formation e New valid category screening o Identify the most anomalous
« Missing value handling * Creating of missing value pct cases
o Creation of missing value pet variable e provide reasons for considering
variable — * Assign each case to its closest — a case anomalous
e Cluster group identification non-noise cluster
« Sufficient statistic st o Calculate variable deviation
indices
o Calculate group deviation index
e Calculate anomaly index and
variable contribution measures

Figure 1: Anomaly detection process

Another straightforward, obvious, and often successful way to detect anomalies is to use clustering
algorithms to address the density estimation problem. Then, every occurrence located in areas with a
lower density level may be classified as an anomaly; defining a density threshold is required.

Anomaly detection is a technique used to identify outliers or anomalies in a dataset. These
anomalies can represent errors or rare events that deviate from the normal behavior of the system
being analyzed. The goal of anomaly detection is to detect these anomalies in real-time, allowing
organizations to take appropriate actions to address them. There are various algorithms and tech-
niques used for anomaly detection, including statistical-based methods and machine learning-based
methods. Statistical-based methods, such as the Z-score and the Mahalanobis distance, are based on
the assumption that the data follows a normal distribution. These methods calculate the mean and
standard deviation of the data and use these statistics to identify outliers that deviate significantly
from the mean. On the other hand, machine learning-based methods are more flexible and can handle
non-normal distributions. These methods can be further divided into supervised and unsupervised
methods. Supervised methods train a model on a labeled dataset and use it to classify new data points
as normal or anomalous. Unsupervised methods, such as clustering and density-based methods, do
not require labeled data and instead identify anomalies based on the distribution and density of the
data points. One of the most popular machine learning-based methods for anomaly detection is the
Isolation Forest algorithm. This algorithm is an unsupervised method that uses decision trees to isolate
anomalies in the data. The Isolation Forest algorithm works by randomly selecting a feature and a split
value and isolating a data point with each split. Points that are isolated in fewer splits are considered
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anomalies. Another widely used machine learning-based method for anomaly detection is the One-
Class Support Vector Machine (SVM). This method is a supervised method that trains a model on
normal data and uses it to identify anomalies. The One-Class SVM algorithm works by finding the
hyperplane that separates the normal data points from the origin, with the largest margin possible.
Points that are far from the hyperplane are considered anomalies.

3.3 The Modeling Stage

In the modeling stage, the algorithm runs several tasks in sequence. The first task is to format
the training set by removing all cases with values greater than 1.0E + 150 and to remove any missing
value cases if the algorithm that handles missing values is not working effectively. The resulting dataset
will be the inputs that will be used to construct the anomaly model. The second task in the modeling
stage is to handle the missing values by calculating two means for the input variable Xk: the grand
and the grand standard deviation, where k=(1, 2, 3, ..., K) and the Xk value is continuous. The
handler algorithm replaces all the missing values found in Xk by its grand mean and then categorizes
all the missing values found in a group of missing values. The new category will be considered a valid
category in the model. The third task in the modeling stage is to create the pct variable for the missing
values by computing the scoring data for any new variable created in the modeling stage. During the
anomaly detection process, the “pct” variable related to missing values signifies the ratio or percentage
of unavailable data within a provided dataset. When examining data, it is typical to come across missing
values, which denote entries or observations that lack recorded values for specific variables. Then, the
algorithm identifies the cluster group based on the input variables Xk, where k=1, ..., k+ 1 using
a two-step clustering algorithm that considers turning on the noise handling process. The final task
in the modeling stage is to store the cluster model and all of the above-computed statistics to be used
during the scoring stage [2§].

3.4 The Scoring Stage

In this stage, the training and testing data are scored. The scoring stage is performed by running
several tasks to finally score the data. The first task in the scoring stage is to define all new valid
categories. To score the data, the algorithm accepts input variables Xk, where k=1, ..., k from the
training dataset. The format of the scoring data variables must be similar to the format of the training
data in the modeling stage. Any case in the scoring data that included a valid categorical variable is
eliminated if the same variable does not belong to the training dataset. The second and third tasks of
the scoring stage are optional: to handle the missing values and create the pct variable for the missing
values. The process of these two tasks is explained in the modeling stage section above [28]. Then,
the scoring states run the fourth task by defining the cases based on the closest non-noise cluster.
During the modeling stage, each variable in the scoring data file is processed, and a cluster ID is
created for every case of the data. All the cases that belong to the noise cluster will be recategorized to
the nearest corresponding non-noise set [28]. Then, the fourth task of the modeling stage is to compute
the deviation indices for every variable. For example, suppose there is a case ¢ and the closest cluster
found to it. Computing the deviation index of Xk is determined according to the contribution dk (s, ¢)
of Xk and the Xk log-likelihood distance d (s, ¢). If the Xk value is continuous, the norm value of
Xk donates the mean of the cluster sample of Xk. Otherwise, Xk is the categorized norm value of
Xk that represents the cluster mode of Xk. The last two tasks of the modeling stage are to compute
the deviation index for every group and the anomaly index. The deviation index of the group for every
case is the sum of deviation indices for the variables. In contrast, the anomaly index is calculated based
on the ratio of the group deviation index of the cases to the average of the group deviation index of
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the corresponding cluster. At the end of the scoring stage, all the cases will be assigned with group
deviation and anomaly indices along with a variable deviation index set and contribution measures to
be used during the reasoning stage. In the reasoning stage, the cases will be ranked to determine the
anomalous cases based on this ranking. Marking the anomalous case is achieved by sorting the cases
according to their anomaly values from smallest to largest. The percentage of the topmost anomaly
case or the highest number of anomaly cases will give the list of anomalies. Only cases that are greater
than a prespecified value that determines the cut-off point of an anomaly will be marked as anomalous
cases. After defining the anomalous cases, the algorithm begins analyzing the anomalies of the cases
by first sorting the variables in descending order according to their deviation index. After that, the
following values will be marked as reasoning values: the names of the top k anomalies, the associated
original variable, and the normal values. In conclusion, the anomaly algorithm is applied in this model
to detect the anomaly of the dataset. According to the similarities of the incoming data, the algorithm
clusters the dataset into thirteen different anomaly groups. These groups are then fed to the multilayer
neural network for further analysis [28].

3.5 Multilayer Neural Network

The neural network (NN) architecture was inspired by parallelism features of the human brain
in analysis and recognition. The basic unit in NN is the perceptron or the node that accepts an input
and an associated wait with that input [29]. The NN algorithm that was applied in this mode is MLP.
An MLP is a feed-forward method that solves nonlinear problems where the solution can be a set
of possible outputs (e.g., the set of twenty-six letters from A to Z). The MLP network contains the
following layers: the input layer, at least two hidden layers, and an output layer. Each layer is built out
of multiple nodes that accept the output coming from the previous layer.

Artificial Neural Networks (ANNs) are computational models inspired by the structure and
functioning of the human brain. These models have been extensively used for various applications,
including image recognition, speech recognition, and natural language processing. One of the most
popular forms of ANNSs is the Multi-Layer Neural Network (MLNN). MLNNSs, also known as Deep
Neural Networks (DNNs), are neural networks that consist of multiple hidden layers between the
input and output layers. The hidden layers are used to extract high-level features from the input data
and allow the network to model complex relationships between the input and output variables. The
basic building block of an MLNN is the artificial neuron, also known as a perceptron. A perceptron
takes in a set of inputs and produces a single output based on a set of weights and a bias term. The
outputs of multiple perceptrons are then combined to produce the final output of the network. The
training of an MLNN involves adjusting the weights and biases of the neurons so that the network
can accurately predict the output for a given set of inputs. This is done using a supervised learning
algorithm, such as gradient descent, which iteratively adjusts the weights and biases to minimize the
error between the predicted and actual outputs.

The MLPs are highly effective for modeling intricate non-linear connections between inputs and
outputs. They possess the capability to approximate any continuous function with high precision, as
well as exhibit resilience towards noise and outliers, flexibility, and parallelization capabilities. As such,
they can be applied to diverse fields as a versatile tool. One of the key advantages of MLNNSs is their
ability to model complex relationships between the inputs and outputs. This is achieved through the
use of multiple hidden layers, each of which can extract different features from the input data. This
ability to model complex relationships has made MLNNs particularly useful for tasks such as image
and speech recognition, where the relationship between the inputs and outputs is highly non-linear.
Another advantage of MLNNSs is their ability to perform well on large datasets, thanks to their ability
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to learn hierarchical representations of the data. This is particularly useful for applications where the
input data is high-dimensional and complex, as it allows the network to learn high-level abstractions
from the data that can be used for predictions. However, MLNNSs also have some limitations. One of
the main limitations is the difficulty in training the network, especially for large datasets. This is due
to the complex structure of the network, which can result in overfitting and slow convergence of the
learning algorithms. Fig. 2 shows the structure of the MLP for recognizing English letters with several
hidden layers [28-30].
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Figure 2: Multi-layer perceptron neural network

In the beginning, each node in the input layer accepts the incoming features of the letters from A
to Z along with the thirteen different features extracted by the anomaly algorithm. Each layer in the
network consists of multiple nodes where the computation is applied to generate the correct output.
Every node accepts the data inputs coming from the previous layer. The incoming inputs are associated
with corresponding weights that either increase or decrease the probability of activating the node.
Activating the node means that the algorithm predicts that the incoming input has the feature that the
current node represents. Based on the activated nodes of the first layer, the next layer will function.
Therefore, it is significant for the algorithm to set up the correct weight for each input to minimize
false-positive results. Setting up the weights for each input node is the first phase of the system called
the learning phase. During the learning phase, the system starts to apply the incoming dataset to
develop input weights that will generate the most accurate prediction of the output. A portion of
the input dataset will be fed to the network to learn and predict the weight for each node. In this
model, the dataset was divided with learning: testing ratios of 90:10, 80:20, 70:30, 60:40, and 50:50.
The accuracy of the model was tested for each ratio. The architecture of the MLP network is generally
built as follows:

e Input layer (1) has m different incoming inputs {x1:1, x1:2, ..., x1:m}, and each input is
assigned a weight w, where x1:1=wi [28].

e From 2 to 1 hidden layers, each layer accepts input from its previous layer, where for the jth layer,
the layer has nodes {xj:1, xj:2, ..., xj:n} with a weight of xj:k =7 (>_j=0n—1 (wi;j k xi—1:j)),
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where xi—1:0 = 1. The function Y denotes the hyperbolic tangent activation function that is
applied for the hidden layers, and Y'(c) = (ec—e—c)/ec + e—c, where ¢ denotes the > function.

e Output layer (O) has {xO:1, xO:2, ..., xO:L} number of nodes with the weight of xO:k="7
(3j=0L (wO;j k xi—1: j)), where xi—1:0 = 1. The function Y denotes the identity activation
function that is applied for the output layer with a continuous target, where Y (c) =c, where ¢
denotes the > function [28].

The pseudocode of the anomaly detection is shown in Algorithm 1.

Algorithm 1: Anomaly Detection
Input: data (array of numerical values), threshold (float)
Output: indices of founded anomalies
1. Calculate the mean (mu) and standard deviation (sigma) of the data
mu = mean(data)
sigma = standard_deviation(data)
2. For each data point, calculate its z-score
z_score = (data_point—mu)/sigma
3. Identify any data points with a z-score greater than the threshold
anomalies =[]
for i in range(len(data)):
if abs(z_score[i]) > threshold:
anomalies.append(i)
4. Return the indices of any anomalies found
return anomalies

As mentioned above, the most important task is to assign a weight for every node. The correct
weight assignment increases the accuracy of predicting the correct output based on the incoming
features. The weights for the nodes are set up during the training phase in three steps. The first step
is to randomly initialize the weight and run the model to compute the resulting error function based
on the assigned weight. The error function runs the backpropagation algorithm for this computation.
Then, based on the results coming from the error function, the MLP algorithm reassigns the weight
and reruns the error function. The MLP algorithm will continue the training phase as long as the
training error ratio is larger than .01 and will stop if the ratio is less than or equal to .01 or when the
algorithm reaches an initial stopping number of loops K3. If the MLP algorithm stops due to an error
ratio <=0.01, then the algorithm will use the resulting weights for the next phase: the testing phase.
Otherwise, the algorithm will use the weight set that has the minimum error ratio for the testing phase
[28].

One aspect to avoid during the testing phase is overfitting or underfitting data. Overfitting of
the data occurs when the model performance increases in the training phase and decreases in the
testing phase. This happens due to the memorization of the training data by the model rather than
generalization [33]. In contrast, underfitting the data occurs when the model performance drops during
the training phase. This situation occurs when the model cannot determine the relationships between
the inputs and the target values for each input. In the learning phase for any model, the goal is to
achieve a balance where the model learns from the input examples and generates weights for each
input example to increase output accuracy [30].
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4 Proposed Approach

The proposed technique is a hybrid method for predicting handwritten letter recognition datasets
using anomaly detection and MLPNN methods. This method consists of two sub-methods: anomaly
detection grouping based on letter feature similarity and outliers and MLPNN-based classification
of handwritten letter recognition datasets. The goal of this study is to offer a handwritten letter
identification methodology that utilizes a hybrid anomaly detection algorithm and an MLPNN
prediction method to improve classification accuracy (effectiveness) and minimize misclassification
rates.

The algorithm works as follows:

e Anomaly Detection: The first step is to use anomaly detection techniques to identify the letters
that deviate significantly from the average shape of the letters in the dataset. This is achieved by
computing the Mahalanobis distance between each letter and the mean shape of the letters in
the dataset.

e MLPNN Classification: The next step is to use MLPNN to classify the letters that were not
identified as anomalies in the previous step. This is done by training the MLPNN on a subset
of the data that consists of letters that are similar in shape to the letter being classified.

e Combining the Results: Finally, the results of both anomaly detection and MLPNN are
combined to form the final prediction for the letter being recognized. If the letter is identified
as an anomaly in the first step, the prediction is based on the Mahalanobis distance. If it is not
an anomaly, the prediction is based on the output of the MLPNN.

This hybrid method takes advantage of the strengths of both anomaly detection and MLPNN,
allowing for more accurate recognition of handwritten letters.

This work establishes a novel strategy by combining the supervised and unsupervised learning
approaches of anomaly detection and MLPNN techniques. This yields the hybrid anomaly detection
algorithm and MLPNN prediction process that is demonstrated in Algorithm 2.

Algorithm 2: Distributed Anomaly Detection Algorithm Based on MNN

Set A, wand T
Initialization:v,, = 0,Vk € {1,2,..., K}
Fort=1:Tdo

Fork=1:Kdo
Calculate ¢, ;Vj € N,
Local estimate: ¢,, = > N, C,; V,
Compute the gradient according value
Update: V.., = ¢, — 1V, F (pk, 1)
End for
End for
MNN decision function: f (x,;) = sgn (VkT’T " _k,-) ,Vk, i

The notations of Algorithm 2 can be defined as follows:

MNN: Multi-layer Neural Network

decision function: The function used to make decisions or predictions

anomalies detection. The process of identifying anomalies or unusual patterns in the data
node k: Refers to a specific node in the MNN architecture
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o Setu, T and )\: These are variables that need to be set or predefined before executing the algorithm

Their specific purposes and values are not provided in the given context

related to node k

o YNk ck, jvj, t. The summation of the computed values ck, j multiplied by the corresponding vj, t

for each neighboring node j of node k

o Compute the gradient according to rate: Indicates the computation of the gradient according to
some specified rate or method. The specific details of the gradient computation are not provided in

the given context

e Update vk, t+ 1: The update of variable vk from time step t to t + 1 based on the calculated ¢k,
t, 1 (the learning rate), and the gradient V¢ F (pk, t)

e MNN decision function f( xki).: Refers to the decision function used for the MNN, which takes the
input vector xki and calculates the corresponding decision or prediction. The specific calculation

vk, 1: Represents an initial value for variable vk at time step 1 for node k

For t <——1to T Do: A loop that iterates from time step 1 to time step T

For k <——1to T Do: A loop that iterates through each node from I to T

ck, j: Represents a specific computation or calculation for variable ck corresponding to node k and
Jj, where j belongs to the set of neighboring nodes Nk

e Local estimate ¢k, t: Refers to a local estimation or calculated value at time step t for variable ¢k

involves using weights wi, a bias term b, and the input features xki

This hybrid technique is considered to examine the trained method’s output. Due to the very
large number of instances associated with handwritten letter recognition data, the dataset was divided
into 10 sections for training and testing the anomaly detection MLPNN algorithm using 5-fold cross-
validation. The anomaly detection ADMLPNN stages of the presented approach are shown in order

in Fig. 3.
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5 Experimental Design

In this study, the researchers aimed to evaluate the performance of a newly proposed method for
handwritten letter recognition. They conducted an experimental design using the UCI handwritten
letter recognition dataset.

To assess the accuracy of the letter identifier, the researchers employed a testing approach called
anomaly detection MLPNN training with 5-fold cross-validation. This means that they divided the
dataset into five subsets or folds. They trained the model on four of these folds and evaluated its
performance on the remaining fold. This process was repeated five times, with each fold serving as the
test set once.

The researchers partitioned the dataset into different proportions for training and testing. They
used the following training set sizes: 50%, 60%, 70%, 80%, and 90%. Correspondingly, the test set sizes
were: 50%, 40%, 30%, 20%, and 10%. For each combination of training and test sets, they performed
a rotation of each slice of the training set with the corresponding group of testing data. This rotation
helps ensure that the model is trained on a diverse range of examples and tested on different subsets
of the data.

The anomaly detection approach was used to classify the handwritten letters based on their
properties, specifically their comparable class letter properties (from A to Z). The algorithm extracted
four distinct groups based on the letter properties and the number of occurrences. Group 1 had 6590
instances, group 2 had 5943 instances, group 3 had 5759 instances, and group 4 had 1708 instances.

Fig. 4 in the study illustrates the distribution of instances among these four groups using the
anomaly detection method. This figure likely provides a visual representation, such as a bar chart
or scatter plot, showing the number of instances in each group and how they are distributed.

10,000+

8,000

6,000

2 3
$0-PeerGroup

Figure 4: Handwritten letter instance distribution

As shown in Fig. 4, the datasets were automatically divided into 4 groups. Each group contains
different types and numbers of letter instances with their features.

This study noted that the highest number of letter instances is group 1, which contains 6590
samples, while the lowest number of letter instances is group 4, which contains 1708 samples. The
algorithm automatically calculates the optimal number of groups using the criteria given in the
grouping criterion group. Fig. 5 shows the anomaly index and anomaly detection (true or false) across
the extracted anomaly groups.
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Figure 5: Anomaly index and anomaly detection vs. anomaly groups

This research noted that in Fig. 5 there are different outputs such as anomaly index and anomaly
detection and anomaly groups. The anomaly index is a numerical value that is used to quantify the
degree of anomaly in a given data point. Anomaly detection is a process that involves identifying data
points with an abnormally high or low anomaly index value, which are considered to be anomalies.
Anomaly detection has been used to identify outliers in an HR dataset by identifying unusual patterns
in letters. On the other hand, the Anomaly groups in the graph refer to a collection of anomalous
letter points that have a higher degree of similarity than with the other data points in the HR dataset.
In other words, they form clusters of anomalies within the graph. Anomaly groups in graphs can
provide additional insights into the underlying structure of the letters, allowing for more effective
analysis and interpretation. While both anomaly detection and anomaly groups in graphs can be used
to identify anomalies in a dataset, anomaly groups in graphs provide a more granular view of the data,
highlighting the relationships between anomalies and the structure of the graph. This information
can be useful in letter recognition. However, anomaly groups in graphs can be more computationally
intensive to identify and may require specialized algorithms to effectively find and analyze the clusters.

In addition, the algorithm extracted the anomaly index and anomaly output across the whole
dataset with 10000 samples. The extracted numbers of anomaly indices for the four groups are 8, 15,
14, and 13, respectively. In groups 1-4, several anomaly records have been found such as 14, 135, 18,
and 32 from an estimated total of 6590, 5943, 5759, and 1708 pieces of data.

6 Experimental Results and Discussion

The UCI handwritten letter recognition dataset was acquired to conduct an experimental investi-
gation. As mentioned before, the study trained and tested the dataset using a 5-fold cross-validation
technique. The experiment employed the MLPNN classifier over the dataset with and without
grouping results to explore the hybrid approach’s improved results. The cross-validation approach
yielded the following recognition accuracy results:

(TN + TP)

x 100 (1)
(TN + FP) + (TP + FN)

Accuracy =
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True Positive (TP): The number of properly categorized letter recognition executables; False
Positive (FP): The number of letter recognitions that are incorrectly categorized as nonletters; True
Negative (TN): The number of erroneously categorized letter recognition executables; and False
Negative (FN): The number of letters that are not executable.

False Positive Rate (FPR) is an important factor in anomaly detection models, as it measures the
rate at which normal instances are falsely identified as anomalous. It is a key metric to evaluate the
effectiveness of an anomaly detection model in real-world scenarios. When evaluating an anomaly
detection model, it is important to consider the threshold used for anomaly detection, as different
thresholds can have a significant impact on the FPR. A low threshold may result in a high FPR, as
more normal instances are falsely identified as anomalous, while a high threshold may result in a low
FPR, but may also miss some true anomalies. In the Letter Recognition dataset that was used in the
experiments, since it does not contain ground truth for anomaly letters, it is not possible to directly
calculate the FPR. However, this study proposed a method to detect arbitrary anomaly letters and
assigned them to a nearby cluster. This approach allows for a qualitative assessment of the FPR, as it
enables the detection of false positives that may have been wrongly assigned as anomalies.

The UCI handwritten letter recognition data were analyzed to establish the level of letter
recognition. Each incident was classified from (A to Z) letters. The hybrid strategy is used to train
and evaluate the dataset using a combination of anomaly detection and MLPNN. The dataset was
then separated into several groups using the anomaly detection technique, with each group containing
distinct occurrences. The primary purpose of grouping is to identify patterns and structures by
clustering handwritten letter samples with similar patterns together. This will reduce the recognition
complexity and ensure correct recognition classification. The training and testing processes on the
dataset yielded the results shown in Fig. 3, which illustrates a set of results acquired using the MLPNN
classifier approach with and without grouping using the anomaly detection process. The output of
anomaly detection is used as a new feature in the combination process to label each instance in the
dataset with a group name, as detailed in Section 5. By clustering the handwritten letter samples
into comparable groups, this feature may strengthen the correlation between them. To obtain high
accuracy, the MLPNN classifier is used again using the output of the anomaly detection technique.
Fivefold cross-validation was used throughout the training and testing procedures, both with and
without grouping, to analyze the integrated characteristics of the handwritten letter dataset. Each
training and testing experiment used different samples from the handwritten letter dataset as an input
variable to the MLPNN. Then, the target field is a feature of a class (letter from A to Z). When the
MLPNN approach categorizes the dataset using the anomaly detection grouping output, the findings
of the MLPNN classifier with grouping demonstrate an increase in accuracy. Interestingly, as shown
in Section 2, the anomaly detection unsupervised approach increases handwritten letter recognition
accuracy by 92.84%. Moreover, Table 3 shows the performance results on the UCI handwritten letter
recognition dataset using the MLPNN method.

Figs. 6a—6e and 7a—7¢ illustrate the MLPNN’s training and testing output with and without
the anomaly detection clustering method. The 5-fold cross-validation has been performed, and the
average classification accuracy for training and testing trials using MLPNN without grouping was
84.002% and 84.112%, respectively. Additionally, depict the results that were obtained by the MLPNN
classifier with grouping using an anomaly detection method, which achieved 94.06% accuracy in
the training and 92.84% accuracy in the testing tests. Without grouping, high-performance training
and testing outcomes were reached in folds 3 and 5, respectively, with an 85.71% accuracy ratio. In
contrast, in the training and testing trials, the recognition results with anomaly detection grouping
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were obtained in folds 5 and 3 with 96.03% and 94.06%, respectively. In conclusion, when the anomaly
detection technique is used, an improvement is observed. When the MLPNN output is combined with
the anomaly detection method, the results of the MLPNN with grouping are improved, and letter

recognition is more accurate.

Table 3: Performance on the UCI handwritten letter recognition dataset using the MLPNN method

Fold No. MLPNN accuracy results without MLPNN accuracy results with

anomaly detection

anomaly detection

Training results %

Testing results %  Training results % Testing results %

Fold 1 (50&50)%  83.13
Fold 2 (60&40)%  84.39
Fold 3 (70&30)%  85.71
Fold 4 (80&20)%  84.39
Fold 5 (90&10)%  82.39
Average 84.002

82.48
84.29
84.36
84.54
84.89

84.112

93.84 86.94
93.23 91.93
94.30 94.06
92.90 93.02
96.03 92.84
94.06 92.84
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Figure 6: MLPNN recognition results
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Figure 7: Anomaly detection-MLPNN recognition results

This study used the 7-test to determine the statistical significance of the findings produced in the
first experiment using the MLPNN and the second experiment using the anomaly detection MLPNN
method. The #-test significance level (usually less than 0.05) indicates that there is a significant
difference between the two variables. Based on the recognition results among the letters, 0.000512 in
the training recognition phase and 0.000927 in the testing recognition phase, as determined in Table 4,
this criterion was stressed in evaluation measures. This suggests that the anomaly detection-MLPNN

method improved accuracy significantly and that there is a substantial difference between the MLPNN
method with and without grouping.
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Table 4: -test statistical significance results

Differences between accuracy result in 50%, 60%, and 70%, before and after t df  Significant value
the improvement (p-value)
Mean Std. deviation Std. error mean 95% confidence interval of the
difference
Lower Upper
Training MLPNN  —10.05800 2.19606 98211 —12.78477 —7.33123 —10.241 4  0.000512
vs. MLPNN-AD
Testing MLPNN  —7.64600 1.94663 .87056 —10.06306 —5.22894 —8.783 4  0.000927

vs. MLPNN-AD

Table 4 shows the statistical significance results based on the ¢-test. In this article, the results were
significant in both the training and testing experiments. In addition, the 95% confidence intervals of the
difference between the MLPNN and MLPNN-AD methods from the lower to the upper clause were
(—12.78477) and (—7.33123), respectively. This means that the recognition performance is improved
when combining anomaly detection with the MLPNN algorithm. Furthermore, the significance value
(p-value) was less than 0.05, which means that the results were enhanced significantly.

Fig. 8 illustrates the comparison between the anomaly detection MLPNN method and existing
techniques. The proposed anomaly detection MLPNN achieves a high recognition accuracy of 92.84%.

Comparison of the existing methods

Figure 8: Comparison of the accuracy of the anomaly detection MLPNN technique to that of existing
letter recognition classifiers
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The hybrid method of using anomaly detection and MLPNN for handwritten letter recognition
is a relatively new technique and can be compared to other existing techniques used for the same task.
One of the main advantages of the hybrid method is that it combines the strengths of both anomaly
detection and MLPNN. Anomaly detection is good at identifying letters that deviate significantly
from the average shape, while MLPNN is good at classifying letters that are similar in shape to the
training data. By combining the two techniques, the hybrid method can provide a more accurate
recognition of handwritten letters. Another advantage of the hybrid method is that it is flexible and can
be easily adapted to different datasets. Anomaly detection can be adjusted to work with different types
of features, while MLPNN can be trained on different subsets of the data to improve performance.
Compared to existing techniques such as NN, MLPNN, CNN, SVM, Linear Regression, and LSTM,
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the hybrid method provides a more robust solution for handwritten letter recognition except for the
study of Handwritten English character recognition using the neural network [24] with 94% accuracy
because of the small number of samples (500) only. The hybrid method, on the other hand, can handle
these issues more effectively by combining the strengths of both anomaly detection and MLPNN. In
conclusion, the hybrid method of anomaly detection and MLPNN for handwritten letter recognition
is a promising technique that can provide improved accuracy and flexibility compared to traditional
methods.

7 Conclusion and Future Work

Offline handwritten character recognition (HCR) is comparatively one of the more challenging
tasks as it lacks temporal information, such as stroke count and direction, ink pressure, and unexpected
handwriting variability. These issues lead to a poor level of precision. However, neural networks
demonstrate superior performance in a variety of sectors of computer vision and are widely used in
major areas of character recognition and document analysis. The main contribution of this research
is the proposal of a hybrid algorithm that combines MLPNN architectures and anomaly detection to
enhance the accuracy of recognizing offline handwritten English capital letters and reduce errors in
letter identification.

During this study, the UCI letter recognition dataset was trained and tested by applying the
anomaly detection process on a 5-fold cross-validation technique. The MLPNN classifier was
employed over the dataset with and without grouping results. The resulting output from the anomaly
detection is then added as new features to label the instances of the dataset before processing the
dataset using the MLPNN-based classification. The results of the hybrid model in this research
showed a significant improvement in the accuracy of the output with a substantial difference in the
accuracy results comparing applying the MLPNN with and without grouping. This hybrid technique
boosted the accuracy from 84.11% using the multiple neural networks to an impressive 92.84% with
the proposed method.

However, although some written English documents are typed, such as circulars and certificates,
most English texts include a combination of small and capital letters. Thus, as this model can recognize
capital letters in English, it would be more powerful for the model to recognize small as well as capital
English letters.

Also, currently, the proposed algorithm accurately recognizes offline handwritten letters. The
MLPNN component of the hybrid method requires a large amount of training data and a complex
network structure. That makes the hybrid method more suitable for recognizing offline written
letters and less suitable for cases requiring immediate recognition, such as online written letters. An
improvement to the hybrid method is required to enhance the training time and therefore to apply the
method to online writing letters.

Moreover, the proposed method recognizes English letters. However, it was not tested on letters
from other languages. Recognizing letters from different languages, such as Arabic, will differ from
English letters because of the special nature of handwriting, where one word can have one or more
segments. Additionally, the shape of the letter in writing differs based on the position of the letter in
the word, i.e., at the beginning, middle, or end of the word. This might add extra complexity to the
model while processing the Arabic letters dataset. Testing the proposed method on Arabic letters as
an example is required to explore how suitable this method is for detecting other languages’ letters.
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In conclusion, the proposed hybrid model has significant potential for improving the accuracy
of recognizing offline handwritten characters and reducing the errors in identifying such characters.
The proposed model can be applied in different fields such as handwritten letter recognition software,
document digitization, fraud detection, OCR technology improvement, and signature verification.
This study has several implications and suggestions for future research and practical application which
may include the following:

e The proposed model can be enhanced to recognize both small and capital English letters making
it applicable to a wider range of written text.

e The proposed algorithm can be optimized on other simpler structure neural networks that can
run with smaller training data for recognizing online handwritten text.

e The proposed model can be more suitable for recognizing offline written letters since it requires
a large amount of training data and a complex network structure.

e The proposed model can be applied to similar writing systems letters such as French or Spanish.

e The proposed model can be enhanced to include different writing systems such as Arabic or
Farsi.

e The anomaly detection process can be applied to different text recognition tasks and other
machine learning techniques to improve accuracy and reduce errors.

e The proposed model can be tested using different datasets to evaluate it in offline handwritten
recognition of English letters.
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