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ABSTRACT

Software Defined Network (SDN) and Network Function Virtualization (NFV) technology promote several
benefits to network operators, including reduced maintenance costs, increased network operational performance,
simplified network lifecycle, and policies management. Network vulnerabilities try to modify services provided
by Network Function Virtualization MANagement and Orchestration (NFV MANO), and malicious attacks in
different scenarios disrupt the NFV Orchestrator (NFVO) and Virtualized Infrastructure Manager (VIM) lifecycle
management related to network services or individual Virtualized Network Function (VNF). This paper proposes
an anomaly detection mechanism that monitors threats in NFV MANO and manages promptly and adaptively to
implement and handle security functions in order to enhance the quality of experience for end users. An anomaly
detector investigates these identified risks and provides secure network services. It enables virtual network security
functions and identifies anomalies in Kubernetes (a cloud-based platform). For training and testing purpose of the
proposed approach, an intrusion-containing dataset is used that hold multiple malicious activities like a Smurf,
Neptune, Teardrop, Pod, Land, IPsweep, etc., categorized as Probing (Prob), Denial of Service (DoS), User to Root
(U2R), and Remote to User (R2L) attacks. An anomaly detector is anticipated with the capabilities of a Machine
Learning (ML) technique, making use of supervised learning techniques like Logistic Regression (LR), Support
Vector Machine (SVM), Random Forest (RF), Naïve Bayes (NB), and Extreme Gradient Boosting (XGBoost).
The proposed framework has been evaluated by deploying the identified ML algorithm on a Jupyter notebook
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in Kubeflow to simulate Kubernetes for validation purposes. RF classifier has shown better outcomes (99.90%
accuracy) than other classifiers in detecting anomalies/intrusions in the containerized environment.
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1 Introduction

The network and infrastructure of Network Function Virtualization (NFV) have become more
varied and complex, technology upgrades have taken much longer, and the demand for human experts
for comprehensive network configuration has increased network maintenance costs [1]. The European
Telecommunications Standards Institute (ETSI) NFV working group provides representative systems
and information for improvised NFV. NFV refers to the restructuring of the telecom sector in which
network operations formerly hosted on dedicated physical equipment are now virtualized and operate
on pools of commodity servers.

1.1 Network Attacks

The anomalous attack of the given data set is categorized into four classifications.

i. DoS attacks accommodate authorized requests or prevent users from accessing a network.
DoS attacks include Back, Smurf, Neptune, Teardrop, Pod, and Land in the provided dataset.

ii. When the attacker accesses a user account on the server via password or using other resources,
then exploits a backdoor to obtain root access to the device, are U2R attacks. In the dataset,
U2R attacks include Buffer Overflow, Rootkit, Load Module, and Perl.

iii. R2L attack happens when an unauthorized user can transfer information to a computer on
the network to achieve local access as a resident of that network. For instance, Warezclient,
Warezmaster, Guess Password, Internet Message Access Protocol (IMAP), FTP Writes, Multi-
Hop, Phf, and Spy are R2L attacks in the given dataset.

iv. A probe attack is an operation to collect information or data to enforce security controls.
Probe attacks in the provided dataset include Satan, IPsweep, Portsweep, and Nmap

1.2 Software Defined Network

Software Defined Network (SDN) primary function is to manage the system, exercise control
over it, and endow it with the capacity to generate basic programs and separate system administration
and applications. Using SDN programs is genuinely programmable and enables the progressive
arrangement of a comprehensive traffic stream to deal with evolving issues. SDN is a controller that
integrates the framework overseeing rationally and decouples the data plane from the control plane [2].

A vital part of the control plane is the controller, which has a comprehensive network view
and can facilitate the flexible and adaptable organization of streams. OpenFlow is the standard for
communication between data and control planes [3]. The scheme represents a channel between these
two domains, allowing switch stream table entries to be added or removed. Moreover, programmable
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frameworks can eliminate impediments to new and accelerating advancements in computer networks.
SDN was created by experts who had problems upgrading or modifying the software on network
hardware equipment when they attempted to do something different. As shown in Fig. 1, SDN can
be separated into three primary planes, the application, control, and data planes, to create the SDN
architecture’s utility.

Figure 1: Software defined network architecture

SDN has been created to isolate the network control plane from the forwarding plane, which
can reduce operating expenses and the time required for implementing new services compared to
traditional networks. Despite its benefits, this technology has inherent risks and vulnerabilities. SDN
architecture involves the development of robust real-time Intrusion Detection Systems (IDS) for
identifying illicit behavior [4].

1.3 Network Function Virtualization

NFV is a network environment that runs virtual machines (VMs). Since SDN provides network
control plane flexibility and innovation capabilities, the virtualization of network functions supported
by NFV provides network operators flexibility in service delivery. Customers’ demands can be
individually supplied and dynamically changed by combining Virtual Network Function (VNF),
composing SFC [5,6]. NFV consists of an Operational Support System/Business Support System
(OSS/BSS), VNF, Network Function Virtualization Infrastructure (NFVI), and Network Function
Virtualization MANagement and Orchestration (NFV MANO) modules. NFVI comprises all the
hardware and software resources deploying VNFs [7]. The hardware resources consist of computation,
storage, and network elements, a virtualization layer that effectively provides VNFs with processing,
storage, and networking capabilities are presented in Fig. 2. NFV MANO is responsible for network
policies, configuration, modification, service orchestration, and resource orchestration. It is further
divided into three modules which are discussed below. Resource and service orchestration increases
the workload of the environment, which also enhances the risk of multiple intrusions in the NFV
MANO environment.
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Figure 2: Network function virtualization

NFV and SDN have appeared as successful approaches in recent years. Specifically, NFV and
SDN are two closely related technologies that operate on various layers of the NFV architectural
system using the network abstraction paradigm. NFV aims to virtualize all network capabilities from
the hardware it resides in, enabling the network to expand without adding more equipment. SDN
makes the configuration, programming, and operation of networks simpler. In other words, SDN is
highly complementary to NFV, which provides complete network control capability and handles traffic
steering on the data plane as part of Service Function Chaining (SFC) development. SDN makes it
easy to construct new networking abstractions, simplifying network management and enabling the
network’s transformation [8].

1.3.1 Network Function Virtualization Orchestration

It is responsible for the docking and lifecycle of new network networks (e.g., instantiation, scaling
in and out, performance measurement, and termination). The NFV orchestrator also handles global
development control and permission for resource requests in the NFV.

1.3.2 Virtual Network Functions Manager

This layer controls the lifecycle of VNFs management from instantiating, upgrading, scaling, and
terminating to performing other functions. It also conducts coordination and case monitoring with
other elements of the NFVI. This layer includes network functionality implementations, e.g., firewall,
load balancing, and Intrusion Detection System (IDS).
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1.3.3 Virtual Infrastructure Manager

The Virtualized Infrastructure Manager (VIM) functionality involves monitoring and main-
taining VNFs’ interaction with NFVI. It effectively conducts resource management, which entails
managing and allocating VNFs of NFVI services such as computation, storage, and network resources.

1.4 Kubernetes

Kubernetes is a container orchestration framework that automates applications’ configuration,
scale, and management. It is part of the VIM and the Virtual Network Function Manager (VNFM) in
ETSI’s NFV architecture context. However, it extends beyond the application life cycle management
[9]. Kubernetes is an open-source framework that provides a platform for NFV [10]. It contains
an enhancement called the Operator Module, which illustrates some application-specific systems
integration framework represented in Fig. 3 [11].

Figure 3: Kubernetes architecture

There are several components of Kubernetes. Kubernetes multiple devices meet the management
and orchestration standards to achieve efficiency restrictions and specifications. In particular, system
containers can assist in packaging all system libraries, directories, and programs needed to serve the
target environment. Containers help programmers to execute and handle their products and services
effectively.
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Containers help programmers to execute and handle their products and services effectively. There
are several components of Kubernetes.

1.4.1 Control Plane

The control plane regulates the worker nodes and pods in Kubernetes. It is a group of processes
that manage Kubernetes nodes. It is divided into five sections: the Kube-API-Server, the Key-Value-
Store, the Kube-Scheduler, the Kube-Controller-Manager, and the Cloud-Controller-Manager. The
network node these modules operate is called the ‘Master Node.’ These components can operate on
a single node or multiple nodes in development. Still, they are suggested to run on multiple nodes to
provide high efficiency and load balancing.

1.4.2 Kubernetes Worker Node

The computers or physical servers that run required applications are known as worker nodes in
a cluster. The Kubernetes master manages each node, and numerous nodes are related to the master
node. Multiple pods are running on the node, and multiple containers are running between pods.

1.4.3 Kubectl

The Kubectl is a command-line interface and mechanism for connecting with the Application
Programming Interface (API) service and sending commands to a master node.

1.4.4 Persistent Storage

Kubernetes handles the containers running an application and manages the application’s data
connected to a cluster [12]. Kubernetes helps users order computing capacity without understanding
the underlying storage system. Persistent amounts cannot survive a pod but are unique to a cluster.

1.4.5 Container Registry

A container repository holds the container images on which Kubernetes is based, setting up a
registry or a third party.

1.5 Anomaly Detection

Massive research has been carried out regarding the privacy and security threats posed by the
use of communication technology in various domains, including the household, health, utilities,
business operations and information, and supply chain, as a result of emerging technologies and
digitalization. While people rely significantly on digital devices for their day-to-day activities and
businesses, cybersecurity garners widespread interest [13,14]. Anomalies are beyond-of-the-ordinary
data patterns that deviate from the norm. Anomaly detection is the identification of data deviations or
unpredictability. Doing so at the beginning can save precious resources and time during data processing
and decision-making after identifying anomalous data [15].

1.6 Machine Learning Approach

Machine Learning (ML) algorithm deployed in the network environment is Logistic Regression
(LR), Support Vector Machine (SVM), Random Forest (RF), Naïve Bayes (NB), and Extreme
Gradient Boosting (XGBoost) Classifier, prioritizing the performance of the network lifecycle. These
ML algorithms output based on a feature selection classifier for input space, which has been used
as a classifier [16–20]. Using univariate and correlation, the idea is to classify the prioritized content
against the least prioritized content. A tool known as an IDS is capable of detecting potential cyber-
attacks. The anomaly detection mechanism controls the network life cycle to see malicious activity.
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There are two kinds of network anomaly in the environment, i.e., signature-based detection systems
and anomaly-based detection systems. Signature-based intrusion detection systems track possible
threats by looking for suspicious patterns, such as network byte sequences or malware-recognized
malicious instruction sequences [21,22]. Although signature-based intrusion detection systems can
detect existing attacks quickly, they cannot detect new attacks with no history. A system based
on abnormalities is designed to detect unusual attacks. Because of their excellence in detecting
unexplained threats, anomaly-based detection systems are still widely used [23–26].

1.7 Machine Learning Classifiers

In this section, the different ML algorithm domains are implemented for detection purposes.
Anomaly detection is a popular application of ML techniques. NB, LR, SVM, RF, and XGBoost are
ML algorithms used for training and implementation in the Kubernetes module to secure the NFV
MANO environment [27]. LR and Linear SVM algorithms typically work for multiclass classification
data, while RF and XGBoost work for separable spatial data. However, there is no basic rule for
choosing an algorithm, and we can test them all to see which one fits better for the containerized
environment.

1.7.1 Logistic Regression

LG is used to predict the categorical dependent variable from several independent variables. The
net input function contains all the selected features used for classifier training and testing the dataset.
Then the sigmoid function is calculated using these input features. The result of training and the
predicted data feature is in discrete value. LR gives the outcomes probabilistic values, which lie between
0 and 1.

f (x) = 1
1 + e−x

(1)

hθ (x) = L
1 + e−k(x−x0)

(2)

In the unit step module, the threshold value defines the probability of either 0 or 1. Values above the
threshold value tend to be 1, while values below the threshold value tend to be 0. 0.50 is the threshold
value. P represents the probabilities which means that if probability > 0.50 value is rounded off to 1,
and if probability ≤ 0.50 value is rounded off to 1.

Threshold = f (p) =
{

1, 0.50 < p
0, 0.50 ≥ p

(3)

If the value leads to 1, showing standard cases probabilities are more than abnormalities also, if
it leads to below 0.5, the number of anomalous cases is significant, and the features dataset needs to
be improved.

1.7.2 Naïve Bayes

The NB algorithm solves classification problems based on the Bayes theorem. It is mainly used in
text classification with an extensive training dataset. It assumes that the frequency of each feature is
independent of the frequency of other features [28]. To render classifications, x is used to estimate y to
evaluate the data function. The ML classifier represents many attributes and classes by C_1, C_2, and
C_K in the ML classifier. The probability that an object with an x_1, x_2, x_n characteristic vector
belongs to a class.
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P (y) = P (Ci|x1, x2, . . . , xn) = P (x1, x2, . . . , xn|Ci) .P (Ci)

P (x1, x2, . . . , xn)
for 1 ≤ i ≤ k (4)

P(y) is also known as the likelihood class, and P (xi|y) is the probability condition. After all, odds
are measured, and the chance of anomalous and usual cases is now decided. The training data and
characteristics match the NB classifier and calculate the final results, verified using cross-validation
and performance metrics results.

1.7.3 Support Vector Machine

SVM is used for the identification of irregularities. It provides a certain proportion of predefined
outliers to identify anomalies. They lie between the origin and the optimum hyperplane separation.
SVM performance values are ordinary behavior (higher values are significant), and negative values
are abnormal behavior (with lower values representing more significant abnormality). Sclera uses the
Linear SVC to define the linear classifier as the point set x satisfactory in the SVM model. When the
selected feature data is discarded, w is needed to identify new data. If the value of y_i = 1 means most
cases are malicious, and if y_i = −1 means most cases are normal.

L = Optimization target − Summation of constraint with 0 multiplier (5)

L = 1
2

||w||2 −
∑

αi

[
yi

(
wTx + b

) − 1
]

(6)

SVM is trained with the parameter regularization L = 1.0, which is suited to handle high-
dimensional data due to its high generalization and learning capabilities. The SVM fits the trained
data with the predicted set and gives the outcomes calculated by the performance matrices.

1.7.4 Random Forest

RF is a nonlinear regression and classification methodology integrating many decision-making
units, training each on bit different assumptions, and considering a characteristics sample. The RF
has other parameters, including n estimators, max depth and min samples split, min samples leaf, and
so on [29]. The best estimator is chosen for training and checking data sets using a Sklearn Random
Search CV library. The important bootstrap sampling function based on a feature to draw a Decision
Tree (DT) is calculated as. RF are expected finally by averaging tree simulations.

fii =
∑

j : node j splits on features i nij∑
k ∈ all nodes nik

(7)

where nij is the importance of j-node, w is a weighted number of samples that reach j-node, fi is the
importance of feature j-node, c-node j is impurity, left is the child node from left split on node j, and
right means child node from right split on node j. These can then be normalized to a value between 0
and 1 by dividing by the sum of all feature importance values.

normfii = fii∑
j ∈ all nodes fij

(8)

1.7.5 XGBoost

The XGBoost includes a linear model solver as well as tree learning algorithms. It focuses on the
model’s performance and speed [30]. XGBoost feature selection classifier, XGBoost fit the training
and testing data with the best estimator and selected a couple of features. The loss function trains the
model to predict the best estimator. Root Mean Square Error (RMSE) is calculated for regression to
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predict the training of anomaly cases—binary grouping using log loss. For multi-classification, m log
loss is used.

Rooted Mean Squared Error for regression : L = 1
N

∑n

i=1

(
yi − y∧

i

)2
(9)

LogLoss for binary classification : L = − 1
N

∑n

i=1
(yi log (pi) + (1 − yi) log (1 − pi)) (10)

To comprehend other criteria, one must first grasp the underlying model. L is the label scale, l is
the attribute of the chosen dataset, yi is the actual attribute of the dataset, y∧

i is the label scale function,
and pi is the projected attribute of the dataset. XGBoost adds all of the trees built from the dataset’s
predictions and optimizes the effect.

1.8 Problem Statement

To meet the SDN-NFV system requirements, we must eliminate network security configuration
errors that can lead to vulnerabilities and impact overall reliability, network stability, and maintenance
costs. The existing frameworks related to NFV MANO lack the security that can provide holistic
security management. Therefore, this research focuses on the security of NFV MANO’s orchestration
to improve integrity in the NFV environment. By improving network functions’ security properties,
NFV could offer security benefits with proper infrastructure locking.

1.9 Objectives

The research aims to supply the approaches that can strike the limitations exposed within NFV
MANO network service environments’ security. During this research, most characteristics are:

• Anomaly detection mechanisms secure information regarding network service, lifecycle, and
performance in NFV MANO environments.

• To identify malicious activities and keep the availability, confidentiality, and integrity of NFV
MANO environments.

• To enhance the end-user experience and Quality of Service (QoS) during the resource and
service orchestration.

1.10 Contribution

The study’s primary contribution is to spot anomalies immediately as they occur and to provide
recommendations for each data point to mitigate the impact of any identified anomalies. The emphasis
on real-time detection of orchestration inconsistencies is a novel aspect of this method. By detecting
anomalies as soon as they occur, the system can minimize their effect on service efficiency or
eliminate component failures from occurring. Regardless of the presence of anomalies, the provision of
distinctive recommendations for each registered data point is another notable aspect of the approach.
This level of granularity enables operators to address issues promptly and efficiently, thereby reducing
the overall impact of system performance anomalies. The proposed method generally appears well-
suited for monitoring complex systems and ensuring that anomalies are promptly detected and
addressed.

The RF method aims to develop a robust and effective ML algorithm for identifying and
classifying anomalies. The method is founded on constructing multiple DTs using a random subset
of features and data samples, then averaging or voting on their predictions. RF addresses some
of the shortcomings of DTs, which are susceptible to overfitting and instability when trained with
complex data sets. RF can reduce overfitting and improve the model’s generalization performance by
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constructing an ensemble of trees, each trained on a subset of the data. In addition, by arbitrarily
selecting a subset of features for each tree, RF can reduce tree-to-tree correlation and increase their
diversity. This can result in improved overall performance, as the ensemble can encapsulate various
characteristics of the underlying data distribution. The RF technique is motivated by the wish to
develop a flexible and robust ML algorithm capable of handling complex datasets and achieving high
accuracy and generalization performance.

2 Literature Review

In this chapter, a literature study is carried out to highlight different researchers’ attempts to
optimize edge caching to improve efficiency and QoS in NFVO. Other recent works relating specifically
to their application in various fields are also studied here, which have proven to be a great source of
guidance in coming up with the proposed concept.

Multi-Layer Intrusion Detection and Prevention (ML-IDP) is an innovative strategy developed
by Artificial Intelligence (AI) based security systems to identify intrusions in the SDN-NFV-enabled
cloud of 5G networks. Using AI, the proposed method defends against security attacks [31]. The
proposed ML-IDP method is evaluated with NS3.26 for various security threats, including Distributed
Denial of Service (DDoS). The experiment results demonstrate that the ML-IDP efficiently recognizes
and prevents attacks [32]. AI has a broader range of applications in the security management regime,
which directs the investigation of cognitive abilities resembling humans to achieve more consistent and
effective defense capabilities [33].

The Mouseworld, an SDN-NFV based safe analyzer, presented a novel exploratory system
incorporating SDN and NFV to establish an ecosystem capable of mixing, transmitting, storing, and
designating this traffic as usable for training and validation [34]. The use of ML algorithms to identify
cybersecurity threats [35]. The results demonstrated security threat detection to validate the system’s
viability and practicability [36].

SDN raises particular security concerns, particularly when its controller is vulnerable to DDoS
attacks. If DDoS attacks arise regarding an SDN server, the server’s operation and contact capability
will be overwhelmed. DDoS attacks in SDN can be detected using an ML-based model and feature
selection techniques. In order to streamline these models, feature selection techniques with relatively
shorter training times were chosen [37].

Access Control Management and Orchestration represent the security framework of Security
Planning, Security Enforcement, and Secure Monitoring for NFV. Security Enforcement and Moni-
toring work together, mitigating the risks and modifying the Security Planning layer for better updates
and deployments [1]. Open Baton toolkit implements a current NFV MANO and develops the server-
client application where a virtual firewall handles all the controls and management. They had great
results using the developed application, which can embed into a virtual infrastructure.

In this research, researchers measured traffic in an NFV environment that causes threats like
Distributed Denial of Services and other cyber-attacks [5]. The attacks are identified by ML orches-
tration of VNF functions using a security orchestrator in the NFV. Using ML, the VNF-affected
components are separated to track, collect, and process the traffic for further implementation. The
limitation of testing is a potential network graph of VNF implementation in the cloud, but an
information and control network may offer more scalability benefits through distributed analytics
and data management [38,39].

This study proposes the Open Flow Discovery Protocol (OFDP) to capture network topology
status to avoid injection and flood attacks. Spearman’s ranking correlation is used to evaluate the
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network traffic between connections and calculate the time of each Link Layer Discovery Protocol
(LLDP) frame to decide if there is topology discovery by a man-in-the-middle attack [40]. The
verification details and timestamps are added to LLDP packets returned to the SDN controller. The
results show that the proposed mechanism has a broader scope for detecting the topology through
man-in-the-middle attacks than the Keyed-Hash Message Authentication Code (KHMAC) and SALL
detection mechanisms [41].

Joint path allocations for energy efficiency, QoS-aware, and VNF service placement chaining
enable traffic flow across the virtual network functions chain. This model solves VNF positioning,
assignment, and flow routing optimization problems. Heuristic algorithms are proposed for the
various optimization issues to find near-optimal solutions in reasonable times. Besides, the issue of
utility feature chaining is resolved to minimize overhead power usage and network reconfiguration.
The simulation results revealed that the schemes suggested distributing the network resource to close
energy use to the perfect solution [42].

Most extant AI algorithms improve network performance by increasing network depth or breadth.
Nonetheless, the large size of the network model presents two issues: a large-sized model will occupy
an excessive amount of storage space, which is not favorable for deployment in practical applications,
and a large-sized model will impose a significant computational burden. It is inappropriate for
applications with limited computing capacity or stringent real-time requirements. When devising an
AI-based model, the trade-off between model size and efficacy must be carefully considered [43].
Natural knowledge improves the comprehension of intelligent models, i.e., ML and Deep Learning
(DL) models; consequently, there is an increasing tendency to leverage off-site knowledge bases to
enhance data-driven models [44]. In DL-based methods, researchers employed Deep Neural Networks
(DNN) to learn semantic information and then used the network’s prediction outcomes to fill in absent
parametric values [45].

Internet of Things (IoT) systems are susceptible to various security hazards, including DoS,
network intrusion, and data storage [46,47]. An innovative security architecture based on ML has
been put forward, exploiting SDN and NFV to mitigate various threats [48]. The planned intelligent
platform includes a monitoring agent and a response agent which distinguishes network traffic
patterns using ML models in IoT. The detection rate of anomalies was encouraging [49,50].

Detecting DDoS attacks in SDN by feature selection methods and ML models is used to examine
attacks in the network and measure each classifier’s performance rate [51]. The detector used multiple
classification models like SVM, NB, KNN, and Artificial Neuron Networks (ANN). The accuracy
performance of the KNN classifier is 98.3%, which is significantly higher than the accuracy rate of
other classifiers in DDoS attack detection. The increased success rate of detecting DDoS attacks in
SDN improves processing time [52].

Massive data center abnormality identification in data centers generates vast data, makes the
machine operate in challenging big data environments, and can produce dynamic reactions in real-
time. An anomaly detection data processing engine is proposed. Analytic systems are used that include
ML algorithms that can interpret inconsistencies in the measurements and log streams captured in
real-time from operating data centers. The analysis system used by Docker Innovations allows the
computing machine to be completely modular and ensure maximum availability in massive big data
environments.

ML-driven scaling and placement of VNF at the network edge measured network traffic at VNF
instances. It represented a neural network model that auto-scaled itself by analyzing processed network
traffic’s function in the amount of VNF instances. The traffic tracks model achieves 97% prediction
in the commercial mobile network [53,54].
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In this study, NFV is used by several Post Office Protocols (POPs) and heterogeneous infras-
tructures. Equal and fair surveillance is vital to NFV’s market success. Still, reliable and accurate
monitoring over many instances of VNF is a challenge to diagnose any failures or deviations to
cause corrective measures immediately. Two methods based on statistics for dynamically identifying
deviations in NFV networks without predetermined thresholds are analyzed using the open-source
NFV monitoring framework. The critical aspect of the process performance is correctly selecting the
parameters to be used [55].

NFV-based Multi-Service chaining performs dynamical service feature chaining for foreground
traffic to maximize both the end-to-end efficiency of the SFCs and network resources’ overall usage
[56]. For this purpose, both hybrid SDN/Internet Protocol (IP) networks and upcoming, mature IP
environments are ready to use this scheme. The Deep Reinforced Learning (DRL) solution can achieve
close to an optimal solution with optimal network efficiency. Until applicable to all other different
traffic matrices, DRL has to be very lightweight training only. Based on the network traffic, the results
have shown that proposed network success in complex traffic environments can be very easily achieved
effectively [57,58].

3 Materials and Methods

In this section, the proposed methodology is outlined in detail. The presented framework is
containerized environment where all network services of VIM and VNFM work adequately. The
complete scenario is shown below in Fig. 4 and explained in the subsequent sections.

Figure 4: Proposed anomaly detection framework

3.1 Kubernetes Cluster

A Kubernetes cluster is installed in a public cloud using Juju, bootstrapped by micrk8s using
the k8scluster node. Attackers with cloud credentials can gain access to the cluster’s management
layer. Anomaly events cause chaos in the cluster’s data and infrastructure. Deployments, installations,
storage, and compute capital can be deleted and hacked by anomaly attacks.
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3.2 Cluster Store

The cluster store contains all the files, pod, and container data. This database also performs
API, tracking, pod scheduling, and pod and Kubectl networking. The microk8s.kubectl create storage
command is used to create the store. Any node collapse or process death changes the values in the
inventory. The Kubernetes cluster stores data and modify it based on processes. It employs a key-value
storage store to store the Kubernetes cluster’s configuration, the current, and the desired state.

3.3 Kubernetes Application Programming Interface Server

The Kube-API server command allows connecting to the Kubernetes API server. The API server
manages the cluster node setup, updates, and cluster API edition. The cluster node in Kubernetes
contains a .yaml file that contains API Server. Attackers that gain access to a private registry use
it to plant their vulnerable images, and the recipient can retrieve the latter. Because of the section’s
anomalous cases, each pod uses a different flag to constantly customize the anomaly cases and improve
the end-user network life cycle.

3.4 Pod Controller

In this process, to further illustrate the model, the microk8s.kubectl get pods-n namespaces
command is used in this module to access the k8s cluster container and pods names. The Kube-
system, controller-k8s, container-registry, metallb-system, and Kubeflow container are used in the
orchestration environment to configure network services with the labeled namespace and deployment.
The kube config file, used by Kubectl, provides information about Kubernetes clusters, such as location
and credentials. If attackers have access to this file, they can access the clusters. At that point, ML
algorithms are used to detect malicious activity.

3.5 Scheduler

The Kubernetes scheduler is a bulk function that contains a set of policies, hypervisor, and
workload-specific features, and it has a significant impact on availability, performance, and flexibility.
The scheduler provides service specifications, policy constraints, affiliation, anti-affinity criteria, data
translation, inter-workload interference, and deadlines. Workload-specific specifications are made
available through the API if required.

3.6 Kubeflow Workflow Controller

It is one of the most critical modules in the assumed scenario. Kubeflow POD Controller is
used for ML services such as Webhook-Bootstrap, Webhook-Deployment, Argo, Jupyter, Katib,
KFServing-Controller, Kubeflow Pipeline, Meta-Info, Meta-Controller, ML-Pipeline, TensorFlow
Job, and others. Jupyter notebook is used to track anomalies in Kubernetes and stable network services.
In the Jupyter notebook asset, the dataset is first incorporated, then a function is selected using the
correlation selector, and ML algorithms are applied to these selected features to predict the results
using the evaluation metric shown in Fig. 5. It demonstrates how to serve a scikit-learn based classifier
model on a Kubernetes cluster. The deployment steps are also applicable for models trained with ML.
The traffic will be blocked if network traffic is flooded, and dismiss notifications will be sent.
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Algorithm: Anomalous traffic identification in SDN-NFV environment
1. Start
2. Input: Packet reception from the SDN-NFV network
3. Wdata: Whole data set with chosen features
4. Ldata: Label data set with assigned categories
5. For j = 0 to M
6. do
7. Ldata: Test-Train-Splitting
8. ML_Classifier: Executed
9. Checking:
10. If
11. Non anomalous caes
12. Then
13. Ldata: Accepted
14. Else
15. Ldata: Blockaded
16. End
17. Return: Performance rate
18. Cross_Validation: Checking performance rate
19. End
20. End
21. Output: Frequency computed for chosen data features
22. End

Figure 5: Framework of Kubeflow for anomaly detection
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4 Validation and Results

For the identification of malicious activities that disturbed the network services of containerized
environment implementation, this research follows these phases.

4.1 Overview of Dataset

The dataset consists of different anomalous cases and develops the intrusion in the network
environment. There are 494021 data points and 42 attributes in the dataset. Since the dataset includes
null values, they must be replaced with digits [59–62]. There are 37 numerical characteristics and 5
categorical characteristics. The term “function” is used as a class name. Regular activity is labeled 0,
while malicious activity is labeled 1.

The network instances are classified into 23 classes containing 22 anomalous and 1 normal
category, as seen in Table 1. There are multiple malicious activities like Smurf, Neptune, Teardrop, Pod,
Land, IPsweep, Portsweep, Satan, Nmap, Warezclient, Warezmaster, Back, Guess Password, IMAP,
FTPWrites, Multi-hop, Phf, Spy, Buffer Overflow, Rootkit, Loadmodule, Perl and their total number
of frequencies are calculated in Table 2.

Table 1: Classification of anomalies and their frequencies

Category Attack type No. of records

Normal Normal 97278
DoS Smurf 280790

Neptune 107201
Land 21
Back 2203
Teardrop 979
Pod 264

Probe IPsweep 1247
Portsweep 1040
Nmap 231
Satan 1589

R2L Warez client 1020
Guess password 53
Spy 2
Warez master 20
Imap 12
Phf 4
Ftp writes 8
Multi-hop 7

U2R Buffer overflow 30
Perl 3
Rootkit 10
Load module 9
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Table 2: Records of anomaly attack

Normal/attacks No. of records

Attack 396743
Normal 97278

4.2 Simulation Platform

Kubernetes is an open-source tool for enabling AI applications and ML network services. The
Kubeflow tool is used to allow Kubernetes ML services. Kubeflow offers a Jupyter Notebook
environment, which includes a Python module. Despite these points of concern, it deals with various
libraries, suggesting that AI implementations might be feasible. Python was selected for this situation
due to its wide range of interests. Sklearn (Scikit-learn) is an AI library that works with Python, and
Sklearn offers the user a broad scope of choice with its various AI applications [11,63–65].

After loading the dataset, it explained the functionality of the data feature described in Table 3.
Pandas is a wonderful Python-based data exploration library. Matplotlib is a library used to create
graphs for data analysis, and NumPy is a Python library that allows you to perform scientific and
coherent tasks quickly and efficiently.

Table 3: Dataset feature

Feature no. Feature name Description Type

0 DURATION Connection length. Int64
1 PROTOCOL_TYPE Protocol type. Object
2 SERVICE Service type, e.g., http, telnet, etc. Object
3 FLAG Connection’s state at the time. Object
4 SRC_BYTES Data bytes are sent by the source IP address. Int64
5 DST_BYTES Data bytes are sent by the destination IP address. Int64
6 LABEL Attack indication whether it is a normal case.,

an attack case, or an unknown case.
Object

7 COUNT The number of contacts with the same source
and destination IP addresses as the current
connection.

Int64

8 SAME_SRV _RATE The percentage of connections to the same
service.

Float64

9 SERROR_RATE The percentage of connections that have “SYN”
errors.

Float64

10 SRV_SERROR _RATE Percentage of connections that have “SYN”
errors in service feature.

Float64

11 DST_HOST _COUNT The number of connections whose destination IP
address is the same as the current connection

Int64

12 DST_HOST_SRV
_COUNT

The number of connections with service style is
the same as the current one.

Int64

(Continued)
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Table 3 (continued)
Feature no. Feature name Description Type

13 DST_HOST_SAME
_SRC_PORT_RATE

The destination host count function shows the
percentage of connections whose source port is
the same as the current connections.

Float64

14 DST_HOST
_SERROR_RATE

The destination host service’s count function
calculates the percentage of connections with
“SYN” errors.

Float64

15 DST_HOST_SRV
_SERROR_RATE

The destination host service’s count function
calculates the percentage of connections with
“SYN” errors.

Float64

4.2.1 Frequency of Selected Dataset Features

This section represents the frequency of the dataset containing the features to find occurrences
rate. Below graphs illustrate the flag data feature, service, and protocol category bar plots. On the y-
axis, it displays the count. It also shows the percentage of each segment in the overall results. Fig. 6
depicts the SF Flag, S0 Flag, and REJ Flag contribution rate higher than the others for detecting an
anomaly. The SF Flag appears most frequently in the results. Fig. 7 depicts the ICMP protocol, and
TCP protocol results are higher than others. The most popular protocol in data is the ICMP protocol.
Fig. 8 illustrates the three most general service categories: ECRI, private, and HTTP.

Figure 6: Frequency of flag-type data feature
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Figure 7: Frequency of protocol-type data feature

Figure 8: Frequency of service-type data feature

4.2.2 Data Encoding Categorical Features

The data has been translated into train and test data. It is accomplished so that the learning criteria
can be extended to test data to train data. The encoding method is used to encrypt such categorical
variables. An estimator is trained to build a transformer that transforms the object and float data type
into the integer. A transformation specification is an estimator in which data preparation and ML
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model training transformations are done. The Python Fit command transforms the ML algorithm
into a vector matrix that requires the X train and predicted data set as input.

4.2.3 Training and Testing Dataset

During this phase, the data set is divided into training and testing data sets, and multiple
models are trained using different classification algorithms such as XGBoost, SVM, NB, RF, and
LR classifiers. An ML algorithm’s input and output variables must be integer quantities of the same
scale. Data conversion entails converting categorical and string data to numerical data simultaneously.
Data is split into train and test sets to avoid loss until decoding. Training data is often broken into
cross-validation data. 70% of the data is used for training, and 30% for research.

4.2.4 Confusion Matrix of Training Dataset

The confusion matrix is a heat map certainly makes more sense than representing it as an array. The
Scikit-learn library function is used for plotting an uncertainty matrix. To classify improperly labeled
data points, an uncertainty matrix is plotted. The uncertainty matrix demonstrates the model’s ability
to forecast or distinguish the groups correctly. In this case, the numbers reflect the sum of TP, FP, TN,
and FN. The suggested ML algorithms, such as NB, LR, SVM, RF, and XGBoost, have confusion
matrices demonstrated through Figs. 9–13.

Figure 9: Confusion matrix for Logistic Regression

Figure 10: Confusion matrix for Naïve Bayes

Figs. 9 and 10 respectively show that in the training area, the LR model correctly identifies 19460
normal cases while labeling only 115 normal cases as anomalous. 519 anomaly cases were correctly
identified in the training sample, while 78710 were misclassified. The NB model accurately detects
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18947 normal cases, with only 628 normal cases classified as anomalous. 1349 anomaly cases were
correctly identified in the training sample, while 77800 were misclassified.

Figure 11: Confusion matrix for Random Forest

Figure 12: Confusion matrix for Support Vector Machine

Figure 13: Confusion matrix for eXtreme Gradient Boosting

Figs. 11–13 respectively show that the RF model correctly identifies 20000 normal cases on the
training sample, with only 1 normal case labeled as anomalous. 104 anomaly cases were correctly
identified in the training sample, while 79125 were misclassified. The SVM model accurately detects
20000 normal cases, with only 39 normal cases labeled as anomalous. 778 anomaly cases were correctly
identified in the training package, while 78451 were misclassified. The XGBoost model accurately
detects 20000 normal cases, with only 4 normal cases labeled as anomalous. 6 anomaly cases were
correctly identified in the training sample, while 79223 were misclassified.
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4.2.5 Normalization of Training Dataset

Normalization is the method of scaling floating-point data to values between 0 and 1. Many of
the training algorithms necessitate the normalization of input feature data. Figs. 14–18 display the
normalized metrics of the possible ML algorithms such as NB, LR, SVM, RF, and XGBoost.

Figure 14: Confusion matrix for Logistic Regression

Figure 15: Confusion matrix for Naïve Bayes

Figure 16: Confusion matrix for Random Forest
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Figure 17: Confusion matrix for Support Vector Machine

Figure 18: Confusion matrix for eXtreme Gradient Boosting

4.2.6 Correlation Matrix

Correlation is a method to calculate each data feature’s dependencies to another data feature,
which helps detect which attribute is better for classification. Suppose the dependencies of two data
features are the same. In that case, that feature will not contribute to the model, so the data function
must be discarded in favor of one strongly correlated variable [66]. There are numerous methods for
measuring correlation; the most common is Pearson’s correlation coefficient, with maximum values
indicating a very high correlation [67]. Some of the correlation method’s features are illustrated in
Figs. 19 and 20.

4.2.7 Evaluation Metrics

The output of ML algorithms such as RF, LR, SVM, XGBoost, and NB for detecting anomaly
material is presented in this section.

• True Positive Rate (TPR) demonstrates the percentage of scenarios where the real truth value
is True, and the classifier’s prediction is still true.

TPR = TP
TP + FN

(11)

• False Positive Rate (FPR) indicates the number of anomalous predictions generated.

FPR = FP
TP + FP

(12)
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• False Negative Rate (FNR) can be viewed as an anomalous assumption predicted as a negative
prediction.

FNR = FN
TP + FN

(13)

• True Negative Rate (TNR) refers to anomalous, accurately expected cases that are negative.

TNR = TN
FP + TN

(14)

Figure 19: Correlation matrix for feature selection
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Figure 20: Correlation analysis of extracted data feature

This distribution is presented in Table 4 by visualizing the confusion matrix.

Table 4: Performance metric

Predicted

Positive (0) Negative (1)

True Positive (0) TP FN
Negative (1) FP TN

4.2.8 Performance Measures of Classifiers

To evaluate the execution of ML processes, various tests are used. Their suggested solutions have
different characteristics and provide multiple results when it comes to detecting anomalies/attacks. In
Table 6, a few exhibition metrics, such as accuracy, precision, recall, and F1 score, are measured to
distinguish network services as normal or malicious.

Accuracy is defined as the rate of correctly classified anomaly/attack instances in a class, and it
can be expressed as:

Accuracy = TP + TN
TP + TN + FN + FP

(15)

Precision is the ratio of correct anomaly predictions to the total predicted anomaly, or assumption
anomalies made by the classifier are correct from a total of positive anomalies.

Precision = TP
TP + FP

(16)
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The recall is the ratio of correctly expected anomaly attacks to overall attack cases. The proportion
of correctly expected cases concerning the overall number of cases.

Recall = TP
TP + FN

(17)

The F1 score, the F scale, is calculated as the recall and precision harmonic mean. It is self-evident
in a classifier model that if the dataset has a high precision, it demonstrates a low recall value and vice
versa.

F − measure = 2 ∗ Recall ∗ Precision
Recall + Precision

(18)

The outcomes of this performance can easily be calculated by using a confusion matrix. The accu-
racy, precision, recall, and F1 score predicted the anomalous cases in the containerized environment
that still exist after each classifier’s training and predicted better classifier performance.

5 Discussion

TPR and FPR values can be used to compare performance in various optimization settings.
Higher TPR values indicate a more elevated positive rate, which means optimized performance,
whereas higher FPR values indicate a higher negative rate, which is not optimal for performance within
Table 5. RF displays the maximum TPR value, while SVM displays the lowest.

Table 5: Performance rate for TPR and FPR

Algorithms TPR FPR

Naïve Bayes 0.9712 0.0288
Logistic Regression 0.9878 0.0122
Support Vector Machine 0.9037 0.0963
Random Forest 0.9990 0.0010
XGBoost 0.9812 0.0188

ML algorithms’ performance is calculated in the order of precision, recall, F1 score, and accuracy.
The overall score (i.e., weighted average) is sufficient to achieve 0.99 for all measurement parameters.
However, the accuracy of predicting each attack style varies greatly. Although the identification rate
for unknown attacks is reasonable, as shown by an F1 score of 0.99. The attack and normal groups
(1 and 0 labels) produced similar effects. Since weighted average results were high when massive class
identification performs well. The above figures show the classifier’s overall performance is very high.
The accuracy and recall levels are 99%, indicating that the system has reached a functional point. The
RF classifier has a precision of 99%, and four classifiers have a recall rate of up to 98%, as represented
in Table 6. Since the TP is restricted to a relatively small value and a small number of network lifecycle
attacks that do not belong to the attack group are categorized into a normal category, the denominator
of precision’s formula would quickly increase, achieving a high precision impossible. In other words,
the system detects minimum abnormal cases.
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Table 6: Performance results

Algorithms Accuracy Precision Recall F1 score Time (s)

Naïve Bayes 0.9712 0.9623 0.9845 0.9956 892
Logistic Regression 0.9878 0.9945 0.9912 0.9945 7368
Support Vector Machine 0.9037 0.9867 0.9913 0.9923 356
Random Forest 0.9990 1.0000 1.0000 1.0000 2523
XGBoost 0.9812 1.0000 1.0000 1.0000 1566

In the aforementioned scenario, RF models are appropriate because they have the following
advantages over other well-known ML methods: low training time complexity O(nlog(n)) and fast
prediction; resilience to deal with unbalanced datasets, an embedded feature selection method, and
intrinsic metrics to rank features by importance; and native support for categorical and continuous
features. When the RF models are subjected to comparative evaluations in the domain of IDS, these
benefits are objectively highlighted. The RF model is a collection of DT that can be utilized for
classification or regression. In the classification case, the prediction is based on the majority consensus
of the DT-predicted values, whereas in the regression case, the result is the mean of the trees’ results. In
the training phase, a training set is created for each tree based on the samples in the original training
set, and to create each tree split, random features are selected and evaluated to determine which one
should produce the split. This randomness produces distinct trees, which, when combined, typically
accomplish superior prediction performance.

We presented an approach based on RF: We trained the RF with identified datasets containing
known anomalous cases in order to assist in defining the best descriptors for scoring/classification by
providing the most pertinent information during the classification phase. This selection significantly
decreases computational complexity and time, allowing the computational effort to be focused on the
recommended candidates, thereby accelerating research in security monitoring and management for
network services orchestrated by SDN-NFV. After the automatic selection of these anomalous cases,
RF is used as a classifier to evaluate the selection quality and provide a prediction of anomalous
behavior. Accurate feature selection has the potential to enhance system performance, processing
speed, and prediction precision.

In this subsection, we evaluate the time complexity of the identified models. Table 6 compares
the computational cost of the specified dataset’s various approaches. RF’s complexity time is not the
finest. As the below-given table demonstrates, however, the RF approach obtains the highest prediction
accuracy compared to other methods. In addition, the RF method achieved the highest success rate
of 99.9%.

Table 7 shows the performance comparison of deployed models with the existing state-of-the-art
studies using different datasets and anomaly detection techniques.
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Table 7: Performance comparison of the deployed and existing classification models

Comparative
Researches

Used dataset Algorithm Accuracy

Kasongo et al. [68] UNSW-NB 15
Random Forest 74.87%

Extreme Gradient Boosting 71.43%

Jing et al. [69] UNSW-NB 15 Support Vector Machine 85.99% (binary classification)
75.77% (multiclass
classification)

Belgrana et al. [70] NSL-KDD
Radial Basis Function (RBF) 94.28%,

Condensed Nearest
Neighbors (CNN)

95.54%

Niu et al. [71] Mixed Dataset Improved Adaptive Random
Forests (IARF)

99.68%

Deployed Mixed Dataset Random Forest 99.90%

6 Conclusion

In conclusion, managing a rapidly transforming network in an SDN, NFV environment is
difficult. Nevertheless, employing a method of anomaly detection based on ML can significantly
improve the network control automation process. The method detailed in this study provides an
efficient method for identifying irregular orchestration behaviors based on service and network status,
beginning with gathering data and selection and concluding with model training and validation. It was
determined that RF approaches are superior to other classifiers for detecting various system anomalies
in the containerized environment. The strategy’s objective is to concentrate on operation monitoring,
with the anomaly detector detecting any irregularities as soon as they occur and providing tailored
recommendations for each registered data point, regardless of whether an anomaly occurred. Failure
to detect anomalies promptly can have a negative impact on service efficiency or result in component
failures, with little opportunity to mitigate the anomaly. Consequently, the proposed method can
potentially improve network administration and service efficiency in an SDN, NFV environment,
which has several advantages, such as reduced maintenance costs, improved network operational
performance, a simplified network lifecycle, and policies management.

The proposed research presumed that ML techniques are used to analyze network data, spot
potential security threats or anomalies associated with instituting security monitoring and manage-
ment in an SDN-NFV environment, and present remedies to these challenges.

As the utilization of ML techniques for security monitoring and administration in SDN-NFV
contexts is a relatively new discipline, several limitations and challenges must be addressed. Among
the limitations based on security monitoring and administration for the network services in the
orchestration of SDN-NFV environment using ML techniques are: (i) To successfully train models,
enormous amounts of high-quality data are necessary. In the case of security monitoring and
administration for SDN-NFV environments, however, there may not be sufficient data to train ML
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models reliably. It can result in erroneous forecasts. (ii) The proposed study assumes the security
monitoring and management system deployment in the SDN-NFV environment.

In this context, we identify issues that should be addressed in future research: (i) The investigation
of more sophisticated methods of ML that are more resistant to cybercriminal evasion methods;
and (ii) The integration of blockchain technology into the system to provide a more reliable and
decentralized approach to security monitoring and management.
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