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ABSTRACT

Internet cloud services come at a price, especially when they provide top-tier security measures. The cost incurred
by cloud utilization is directly proportional to the storage requirements. Companies are always looking to increase
profits and reduce costs while preserving the security of their data by encrypting them. One of the offered solutions
is to find an efficient encryption method that can store data in a much smaller space than traditional encryption
techniques. This article introduces a novel encryption approach centered on consolidating information into a
single ciphertext by implementing Multi-Key Embedded Encryption (MKEE). The effectiveness of MKEE scales in
tandem with the volume of information encapsulated within the ciphertext. MKEE substantially reduced the size
of the ciphertext, achieving an 88% decrease when incorporating ten plaintext values. To further reduce the size of
the ciphertext in our proposal, a Modular Multiplicative Inverse method (MMI) is introduced. MMI experiments
were conducted, demonstrating that we achieved a commendable 50% reduction in the ciphertext size. To validate
the practicality of the proposed method, a case study was conducted on a diabetes dataset. By integrating MKEE
and MMI, this study showed a data storage reduction of 94%.
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1 Introduction

Cloud computing is the technology that focuses on transferring, processing, computing, and stor-
ing data from a personal or local computer to a virtual space, which is a server device accessed through
the Internet (Fig. 1) [1]. This technology offers solutions to some critical issues like maintenance and
development for both clients and companies since the client’s efforts are solely devoted to utilizing its
services. The cloud’s infrastructure depends on advanced databases and provides significant resources
for clients. The Virtual Cloud (VC) guarantees its accessibility (constant connection) to all devices
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anytime. With the increased development of technology available through the Internet, many private
and public companies are seeking to deliver their applications by using cloud technology. After
purchasing a certain space, the users can store their data on cloud servers’ space, which can be
accessible anytime and anywhere with an Internet connection.

Figure 1: Cloud storage of big data gathered from different sources

Big data comprises digital data that are produced through the utilization of new technology for
personal or professional purposes; it is primarily composed of compounded datasets derived from
different sources. Big data could be considered a collection of diverse data, which is increasingly
generated in greater volumes and at a higher rate. Consequently, traditional data processing software
cannot handle or store it locally. These large amounts of data can be provided to find solutions to
issues that were previously considered to be unsolved.

The power and capacity of cloud computing lie in providing a tremendous advantage of storing,
analyzing, and processing large amounts of data. The data gathered from intelligent hardware will
be studied in multiple disciplines, examples include market basket analysis [2], web-analysis [3],
healthcare [4], bioinformatics [5], and prediction [6]. Access to the cloud service saves considerable data
collection costs; yet, data from multiple sources improves accuracy and efficiency in exploration results
[7]. However, when cloud servers collect various data, they also collect sensitive client information;
therefore, disclosing such data may harm users’ privacy. Thus, data protection and security become
crucial when storing them [8].

Cloud security is paramount to all data types, the majority of which are digital and should be only
accessible by the owner [9,10]. Information technology’s advancements and increasing computational
power raise many security concerns because of the volume, speed, and variety of data generated [11].
The collective use of cloud data has become increasingly important in the security domain, mainly in
the encryption domain [12–14]. When discussing the process of exchanging or storing data, the time
complexity and the size of the storage should be considered [15].

Healthcare data security is centered on safeguarding the information, computers, and networks
utilized by healthcare providers and organizations. Viewing clinical data as a public asset leads to
concerns about the protection and security of individual patient files. Ensuring the confidentiality of
these records is crucial. The public’s view of privacy regarding medical records is directly tied to their
trust in the healthcare system at large and plays a significant role in debates about sharing health data.

Among the various security threats, false data injection attacks (FDIA) are very important. FDIA
is concerned with the case where an attacker alters the data to conceal mistakes in calculating variables
and values [16]. However, the influence of the FDIA on healthcare has been almost disregarded in
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recent years. A study conducted by IBM Security X-Force in 2023 report showed that reconnaissance
activities, in which attackers search for security gaps and valuable data, are the major contributors
to healthcare-related cyber incidents. Moreover, the recent increase in data security incidents in the
healthcare sector has reaffirmed the necessity of preventive measures into account [17]. Hence, this
demonstrates the importance of early-stage threat detection in healthcare. Confidential data might
be intercepted or read by hackers in a data-sharing system such as a healthcare system in a cloud
computing environment. Data cannot be secured by any other centralized control system since it
cannot assume any third-party security infrastructure to protect this confidential data [18].

Data cybersecurity requires effective cryptographic systems to ensure data confidentiality, avail-
ability, and security. Nowadays, cloud computing is common in information technology, but storage
and security issues have raised a challenge for users. Data encryption is an efficient solution, as most
current encryption techniques support privacy and security. Unlike most encryption techniques, some
[19,20] take the size of encrypted data that will be stored in the cloud seriously into consideration.
Thus, as the size of the encrypted data increases, the higher it costs [21].

In this work, an encryption method is presented that reduces the size of ciphertext to approxi-
mately 1/10 and 1/20 when compared against other schemes using the same parameters and size of
data, which in return reduces the cost of storage while still preserving the confidentiality, privacy,
and integrity of data that are stored in the cloud by private or public healthcare organizations. The
proposed approach consists of grouping more than one information field into a single ciphertext by
using a multiple secret keys technique. Furthermore, the proposal has been analyzed, and an equation
that represents a reference to calculate the difference in the ciphertext size has been provided, reaching
a rate of reduction equal to 88%. Moreover, to store data in the cloud at reduced costs, a case study of
diabetes clinics has been performed. Another study on reducing the size using Modular Multiplicative
Inverse was also conducted; this study is valid for almost any encryption technique with a storage
space gain of up to 50%. Eventually, this will allow the owners of these clinics to store the data of their
patients in the cloud securely and inexpensively.

The rest of this paper is organized as follows. Section 2 provides an overview of encryption
schemes. In Section 3, the proposed method is presented, while in Section 4, an analysis of the proposed
technique is provided. Section 5 shows the conducted experiments and the overall performance of the
proposed method. Section 5.1 discusses the size reduction by the inverse of a ciphertext. Section 6
presents a case study, and finally, in Section 7, a conclusion along with directions for future research
work is given.

2 Related Work

In the literature, several cryptographic techniques have been proposed. Playfair encryption [22]
replaces each letter pair in the plaintext with another pair; for this, the Playfair scheme uses a square
table (matrix) 5 × 5 built from a key, where each pair of letters gives the coordinates of a rectangle in
the matrix. This creative method was not used very often since it could be easily deciphered by looking
at which pair of letters appear most frequently in the ciphertext, assuming that they represent the most
common pair of letters.

Hill’s scheme [23] is used to encrypt the 26 letters using modulo 26. In ADFGVX systems [24],
both techniques transposition and substitution have been mixed where the 26 letters of the alphabet,
as well as the 10 digits, must be stored in a table of six boxes. Each letter in the plain text is replaced by
a pair of letters corresponding to its row and column. The 3-rotor ENIGMA [25] is the most famous
machine among rotor machines. This electric machine comprises an alphabetical keyboard, a light
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display, and three rotors. With each keystroke, the first rotor is rotated by one notch; at the end of
a full turn, the second rotor is shifted by one, and so on. To define the encryption key, the rotors
were positioned differently every time (FAC, for example). Data Encryption Standard Algorithm [26]
(DES) is a block symmetric encryption algorithm that encrypts 64-bit words given a 56-bit key (56-bit
encryption + 8-bit parity used to verify the integrity of the key). For that, the plaintext message is
split into 64-bit blocks. Each block bit is permuted according to the arrangement of the table. The
64-bit block is split into two 32-bit blocks denoted as G0 and D0, where G0 contains all the even bits
of the initial message, and D0 contains all the odd bits. Rijndael also proposed Advanced Encryption
Standard (AES) [27]. AES is a multi-turn block cipher similar to DES. However, AES uses larger,
variable block and key sizes, such as 128, 196, and 256 bits.

The most essential problem of symmetric cryptography is the distribution of keys. If n people
can communicate confidentially, then n(n − 1)/2 keys are needed. The original idea of public-key
cryptosystems was proposed by Rivest et al. [28], in which the fundamental principle is to use different
encryption and decryption keys, unreconstructed from one another. Therefore, a public key is used for
the encryption and a secret key for the decryption, where the public key plays the role of a padlock,
and only the one that has the secret key can read the data. A major problem with this approach is that
it is slower compared to asymmetric cryptography, which is nearly a thousand times faster. The Rivest-
Shamir-Adleman (RSA) encryption algorithm [29], based on the work of public-key cryptography of
Diffie and Hellman, is a key exchange protocol, that allows two parties A and B, who are connected
by an unsecured channel, to generate a secret cryptographic key. The key is difficult to find by an
adversary intruding on the used channel.

In cryptography, there is also, the so-called homomorphic encryption [30] that allows us to
perform operations on encrypted data without being decrypted. Encryption is a crucial mechanism
to maintain the confidentiality of any sensitive data. However, with the utilization of conventional
encryption techniques, calculations on encrypted data are not applicable unless they are decrypted.
Thus, the users must sacrifice their privacy to benefit from cloud services such as file storage,
sharing, and collaboration. In addition, processes from servers, providers, and untrusted popular cloud
operators may continue to physically identify their clients’ data long after the client has terminated
the relationship with the services. For that, this is a major privacy issue for customers. It would
have been desirable if there was a mechanism that would not restrict the operations to be computed
on the encrypted data while it was still encrypted; this can be achieved with homomorphism. The
homomorphic properties can be shown in Eq. (1).

Dec (Enc (m1) Δ Enc (m2)) = m1Δ m2 (1)

where m is the plaintext, ∀ m1, m2 ∈ m and � denotes addition or multiplication.

In [31], Gentry presented a fully homomorphic encryption technique using bootstrapping. Boot-
strapping offers unlimited additive and multiplicative homomorphic operations. In 2019, Elgamal [32]
proposed a new homomorphic encryption scheme for integer arithmetic using a variant based on the
Chinese Remainder Theorem (CRT) secret sharing. RSA [29] and Boneh [33] are the first feasible
public key schemes as multiplicative cryptosystems, this property can be presented by Eq. (2).

Dec (Enc (m1) × Enc (m2)) = m1 × m2 (2)

van Dijk et al. [34] proposed BGN (Boneh, Goh, and Nissim) scheme which supports an arbitrary
number of additions and one multiplication represented by Eq. (3).

c = Enc (m) = gm × hr mod n (3)
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where m is the plaintext, g, h, and u are the generators with (h = uq), r is a random number and
n = p × q, where p and q are two prime numbers. Dasgupta et al. [35] proposed an FHE scheme that
can be presented by Eq. (4).

c = Enc (m) = m + 2 × r + p × q (4)

where m ∈ {0,1} and r is a random (r << p). The decryption operation is m = Dec (c) =
(c mod p) mod 2. Doröz et al. [36] proposed an asymmetric homomorphic encryption scheme, making
it fully homomorphic using a refresh operation. In [37], Doroz et al. proposed a leveled encryption
based on a generalization of the open-source public-key cryptosystem NTRU (Number Theory
Research Unit). Using blockchain technology and a hash function, the author of [38] encrypted images
in an industrial IoT (IIoT) environment, encrypted data of more than 780,000 bits to encrypt a single
bit. The puwhich needs solutions deeply optimized in terms of data processing and energy efficiency
[39]. Most schemes generate a large amount of data or face network management and monitoring
challenges [40] that may require public key size ranging from 70 Megabytes for the small setting and
2.3 Gigabytes for the large setting.

To improve data storage in cloud computing, Ahmad et al. [41] proposed a block-cipher-based
anti-codify technique. the cipher text is generated using Deoxyribo Nucleic Acid (DNA) model. To
raise the security level, the authors divide the original file into two separate blocks. In the field
of securing healthcare data, Wei et al. [42] presented an image protection technique for healthcare
applications to save patients’ medical data transmitted in the Internet of Medical Things networks.
For more performance, this technique uses an enhanced 2D discrete chaotic map allowing dynamic
substitution that is founded on an optimized nonlinear S-box.

While the encryption schemes mentioned earlier produce a substantial amount of encrypted data,
this paper seeks to introduce an alternative technique. This method allows users to achieve reduced
storage usage and minimized costs for the equivalent data employed in previous encryption schemes,
all the while maintaining a high level of confidentiality and security.

3 The Proposed Approach

In this paper, a new concept of embedded encryption (EE) has been introduced. It is known
that EE [43,44] means to include an additional level of protection such as providing a physical layer
of security or using multiple encryption algorithms. Indeed, these solutions are either financially
expensive or not applicable in some environments, such as the Internet of Things. Typically, these
solutions will eventually increase the volume of encrypted data and the processing time (the time
required for the encryption and decryption processes). Embedding in the proposed technique is to hide
a group of fields in a single field using several small-sized keys. Fig. 2 shows the difference between
the proposed encryption and other encryption schemes.

3.1 The Core of the Proposed Scheme

To simplify the understanding of our proposed Multi-Key Embedded Encryption (MKEE), it
would be better to start by explaining the technique with a simple example shown in Fig. 3.

In other systems, each entry is individually coded according to Eq. (5).

Enc (m) = function (m, N) (5)

where m is the message to be encrypted and N is the public key. Most of the encryption methods
[29,33,34] work with the modulo operation, which means that the size of the encrypted text will be in
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the range of the public key N. These techniques encrypt each message independently, i.e., if a record
contains three fields (Fig. 3), each field will be considered as an independent input. Therefore, if there
are three encrypted values, each of them must be in the range of the public key N. Thus, it is not possible
to encrypt all fields (or inputs) in one ciphertext because these techniques are not linear; many of them
are based on exponential functions (e.g., RSA) or they treat the bit level depending on multi-round
process (e.g., AES). The proposed encryption scheme is a linear technique that contains multiplication
and addition operations (see Algorithm 1).

Figure 2: Input and output comparison

Figure 3: Example of encryption with three fields

Algorithm 1: Encryption Algorithm
1: required: public key N � N = p × q
2: required: secret keys ki

3: required: plain texts mi

4: ensure: ciphertext c
5: generate a random number r
6: c ← m1 × k1 + m2 × k2 + . . . + mi × ki + r × p mod N
7: return c

Multiplication helps to mask the message value; the addition operation helps to separate hidden
values so that can be retrieved during decryption. Eq. (6) shows the proposed symmetric encryption
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method:

Enc(sym, ki) (m) =
(

r × p +
∑i

j=1

(
mj × kj

))
mod N (6)

where N = p × q with p and q are two large prime numbers, r is a random number, ∀ j, kj is a secret
key, and each mj is a field or information such as First name, Last name, Age, etc. As shown in Eq. (6),
the modulo operation is only performed once after hiding the fields and collecting them in a single
ciphertext at the range of the public key N. In asymmetric representation, Enc() can be defined as
follows:

Enc(asym, pki) (m) = c =
(∑i

j=1

(
mj × pkj

))
mod N (7)

where pki = ki + ri × p. In fact, Eq. (6) ↔ Eq. (7) because Enc(asym, pki) (m) = p × ∑i

j=1

(
mj × rj

) +∑i

j=1

(
mj × kj

)
. Assuming R = ∑i

j=1

(
mj × rj

)
, will get Enc(asym,pki) (m) = R × p + ∑i

j=1

(
mj × kj

)
.

Eq. (8) shows the decryption process:

mj = (c − (c mod p))

kj

(8)

The decryption process depends on the succession of the division’s operations. mj is the quotient

obtained when we calculate
c
kj

. After obtaining mj, we calculate c′ = c − mj × kj; then, mj−1 = c′

kj−1

and

so on.

Algorithm 2 shows how to go from a complete record which is represented by the ciphertext c to
a set of information each represented by a plaintext m.

Algorithm 2: Decryption Algorithm
Require: record, ki, p
Ensure: fields

function Dec
2: , c ← c mod p

fields ← ()
4: , for j ← i to 1 do

mj ← c
kj

6: , c ← c − mj × kj

inlistfields

(
mj

)
8: end for

return fields
10: end function

To ensure a mathematically correct decryption operation, three conditions must be met:

1. mi < ki ∀ i
2.

∑i−1

j=0 mj × kj < ki , ∀ i, j
3.

∑i

j=0 mj × kj < p , ∀ i, j

Proof. If mi > ki, then (mi × ki) mod (ki − 1) = α where α < mi; therefore, mi cannot be
retrieved. Suppose that c = m1 × k1 + m2 × k2; when decoding, c mod k2 will be calculated first,
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then c mod k1. If m1 × k1 > k2, then c mod k2 = β + m2 �= m1 × k1 + m2, where β < mi, the values m1

and m2 cannot be retrieved.

3.2 Homomorphic Addition Property

The proposed method is a homomorphic encryption that verifies the homomorphic addition
property as shown in Eq. (9).

Enc (m1) + Enc (m2) = Enc (m1 + m2) (9)

This homomorphic addition property is used in the sectors, where privacy preservation is needed,
due to its importance in providing statistics on the user’s data while respecting his confidentiality.

For that, it satisfies the homomorphic addition.

Enc (m1, m2, .. mi ) = m1 × k1 + m2 × k2 + . . . + mi × ki

Enc
(
m

′
1, m

′
2, .. m

′
i

) = m
′
1 × k1 + m

′
2 × k2 + . . . + m

′
i × ki

Enc (m) + Enc (m′) = m1 × k1 + m2 × k2 + . . . + mi × ki + m
′
1 × k1 + m

′
2 × k2 + . . . + m

′
i × ki

= (
m1 + m

′
1

) × k1 + (
m2 + m

′
2

) × k2 + . . . + (
mi + m

′
i

) × ki = Enc (m + m′)

Thanks to the proposed method, a user will be able to ask the cloud server to perform operations
on the patient’s data without access to its real value. For example, a user wants to calculate the average
number of epilepsy times,

(∑n

i=1 m1i

)
/n, where m1i are the number of epilepsy times. The cloud server

will calculate s = (∑n

i=1 m1i × k1

)
/n. Using the secret key k1, the client will decrypt s as follows:

The average number of epilepsy times = s mod (k1 − 1) = (∑n

i=1 m1i × k1

)
/n.

4 Security Analysis

In cloud computing, confidentiality and preserving privacy problems are still challenging [45].
Generally, data stored in the cloud will be processed by servers. Such storage may be practical
solely under a trusted cloud. Unfortunately, the data may be accessed, deleted, or manipulated by
an untrusted provider. The security increases exponentially by increasing the number of files to be
embedded in a single record. In this part, the proposal relies on the polynomial reconstruction problem
robustness. In another part, our approach is based on the robustness of the number’s factorization
problem. In healthcare settings where data security and privacy are critical, we need to use a suitable
number of fields besides utilizing secure prime numbers.

When the proposed method relies on the robustness of the number’s factorization problem, i.e.,
the enemy has to factorize the public key N = p × q in order to get p or q, and eventually extract the
secret key k. Thus, the secret key must be large, the trapdoor p also must be a safe and large prime
number of form: 2 × h + 1 where h is a prime number. The original encryption is to multiply m by
k (m × k). This technique is vulnerable to several attacks. By a couple (Enc (m), m), the enemy can
obtain the secret key k. Deterministic schemes are vulnerable to Chosen Plain text Attack (CPA) and
they are not semantically secure. In CPA, the adversary has the cipher text c and he tries to find the
plaintext m. The adversary chooses m′ and calculates c′ = Enc (m′). Then, he decrypts c × c′ to get m
× m′ and get m.

In the proposed method, Enc (m) = c + c′ = m × k1 + m′ × k2 where k1 < k2; if the enemy
has m, he will multiply Enc (m) by m−1, he will get k1 + m−1 × m′ × k2; this does not give the enemy
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anything and he cannot get either k1 or k2 Even if the enemy has m and m′, this will not help him
in anything because the information encrypted by the multiplication operation is protected by the
addition operation, and therefore neither of the two keys k1 nor k2 can be extracted. With the proposed
method, there are i fields to encrypt in one value (i > 2). To get ki, the enemy must have ii messages with
their corresponding encryption, which is not possible because each m × k is hidden inside. Therefore,
the proposed technique is robust against chosen plaintext attacks and chosen ciphertext attacks.

We propose to hide a group of fields in a single field using several small-sized keys. Therefore, the
factors that affect the proposed method are the size and nature of the data. On the one hand, the greater
the size of the data, the greater the effectiveness because it follows the embedded encryption approach.
On the other hand, the nature of the data may affect the effectiveness in terms of partitioning, because
the input must be divided into fields so that each field is readable first, and second, the field length
must be less than the key length.

5 Experimental and Results

In this Section, we will present the numerical results of MKEE and MMI techniques.

5.1 Size Reduction by Multi-Key Embedded Encryption (MKEE)

In the conducted experiments, the RSA cryptosystem was utilized for comparison since it is the
most common and widely used encryption algorithm in the world. Two fields were initially encrypted,
then three fields, etc., up to ten fields. A field with 8 bits length and a public key with 1024 bits were
used. In RSA, each field was encrypted separately. Therefore, to store two encrypted fields, a space
equal to 2048 bits was needed; for three encrypted fields 1024 × 3 bits are needed, and eventually the
required space is equal to 1024 × n, where n denotes the number of fields to be encrypted.

In the proposed method, the value of the first field is multiplied by the first key (size (k1) = 1024
bits), and the result is 1032 bits. That is, the size of the second key must be at least 1033 bits (3.1),
therefore, the ciphertext size for both fields is 1033 bits. To encrypt the second value, it should be
multiplied by the second key, which gives a value of 1041 bits, hence the size of the third key must be
at least 1042 bits. Namely, encoding three fields gives us a total encrypted text of 1042 bits (compared
to 1024 × 3 bits in RSA). To ensure encryption, the field size must be less than the first key size (k1).
Eqs. (10) and (11) formulate a general rule by which the total size of the encrypted text (the volume of
storage needed) can be calculated.

size = k × h . . . (others) (10)

size = k + (h − 1) × (l + 1) . . . (proposal) (11)

where k is the secret key size, h denotes the number of fields, and l is the size of one field. The experiment
in Fig. 4 shows the difference between the proposed encryption and RSA encryption schemes.

Fig. 5 shows how effective the proposed MKEE is in reducing the size of the digit and, therefore,
the storage space. When encoding only two fields, the size’s reduction rate is around 50%, because
storing two RSA-encoded values requires 1024 + 1024 bits. On the other hand, in the proposed
method, the ciphertext size is only 1033 bits (approximate text). The total size of the ciphertext in
the proposed technique increases by 9 bits (nine is the field length plus one), unlike other techniques,
where the total size increases by the addition of the size of the public key (1024, 2048, 3072, 4096, etc.).
When encrypting 5 fields, the size reduction rate becomes 78% until reaching 88% when encrypting 10
fields, which is a very high ratio (0.5 vs. 5 kbits).
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Figure 4: Size of ciphertext(s) in RSA and in the proposed encryption method

Figure 5: Percentage of size reduction by MKEE

On the other hand, we need ten multiplications and addition operations to encrypt 10 fields in
MKEE. in contrast, ten exponential operations are needed in the RSA for the same number of fields.
This makes our linear technique much faster in terms of execution time compared with the RSA
cryptosystem.

5.2 Size Reduction by Multiplicative Inverse Method (MMI)

In addition to the experiments described in Section 5.1, more experiments that aim to gain storage
space were conducted by using the Modular Multiplicative Inverse (MMI). Let x−1 be the MMI of x
relative to a number p represented by MMIp(x) = x−1, the MMI verifies the following equation:

x × x−1 mod p = 1 (12)

The idea was to replace the ciphertext c by its inverse c−1 if the size of c−1 is less than the size of
c. A bit (0, 1) at each ciphertext is associated, for which this bit indicates whether this ciphertext is
inverted or not (the value 0 means that the ciphertext is not inverted and the value 1 is the opposite).
Algorithm 3 presents the utilized pseudocode.
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Algorithm 3: Get Gain Algorithm
1: s ← 0 ➢It denotes the number of c−1 where size (c−1) less than size (c)
2: ssc ← 0 ➢The sum of ciphertext sizes, sum(size(ci)) i = 1, 100
3: dsc ← 0 ➢The sum of differences in sizes, i.e., sum(size(c) – size(c−1)) in

case where size(c)> size (c−1)
4: for i in (1, 100) do
5: c ← Enc(m) ➢The utilized encryption technique is

Enc(m)= m1 + m2 × pk with m = m1 + m2

6: ssc ← ssc + size (c)
7: if size (MMIn (c)) < size (c) then
8: s ← s + 1
9: dsc ← dsc + (size (MMIn (c)) − size (c))
10: end if
11: end for
12: gain ← (dsc/ssc) × 100
13: print(s, gain)

We can summarize this method as follows. The goal of MMI is to replace a ciphertext c by its
multiplicative inverse c−1 when the size of c−1 is less than the size of c. It is an easy and lightweight
operation to compute the MMI value. To further reduce the size of the ciphertext, this value can
be computed according to the public modulo n or according to the private key p where n = p x q.
Tables 1 and 2 show these two uses of MMI (MMIn and MMIp), where the gain was 2% with MMIn

and 50% with MMIp. Therefore, the trade-off associated with using MMI is the type of employing this
technique.

Table 1: Size reduction using MMIn with 100 samples

Test Size of n (digit) # of c−1 where size (c−1) < size (c) Gain %

1 40 30 2
2 100 25 1
3 300 20 0.5

Table 2: Size reduction using MMIp with 100 samples

Test Size of n (digit) # of where size () < size (c) Gain %

1 40 100 50
2 100 100 50
3 300 100 50

Step 1

Experiments by calculating the MMI of c for the public key n have been performed, where n = p
× q. The results are shown in Table 1.
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Step 2

Experiments by calculating the MMI of c for the private key p have been performed, where n = p
× q. The results are shown in Table 2.

By comparing Tables 1 and 2, it is evident that MMIp achieved a very high result and it gave a
space-saving of about 50% the size of the primitives k, p, q, and r (of which pk = k + r × p and n
= p × q). The calculation of the Modular Multiplicative Inverse for the private key p poses a risk of
vulnerability with deterministic encryption. Storing c−1 (where Encpk (m) = c and c−1 = MMIp (c)) in
an untrusted cloud, the adversary can extract sensitive information, i.e., he can get the private key p
from an even (m, c−1). In other words, if the adversary knows a single plaintext m and its corresponding
ciphertext c−1, he will calculate MMIn

(
c−1

)
to return to c.

Knowing that MMIn

(
c−1

) = c + α × p where α is a random number, the adversary will calculate
Encpk (m) = c. The problem in deterministic encryption is that c in (MMIn

(
c−1

) = c + α × p) is the
same in (Encpk (m) = c), so the adversary will get α × p and therefore p.

In probabilistic encryption, Encpk (m) = c′ �= c, i.e., c − c′ �= 0 where c′ is calculated by the
adversary using the public key pk with a random fragmentation of the plaintext m, and c is calculated
by the user using his own random fragmentation of the plaintext m; this implies c + α × p − c′ �=
α × p. Given the encryption example where the user’s ciphertext is c = m1 × pk + m2(m = m1 + m2

with random fragmentation), the ciphertext generated by the adversary who knows m is Encpk (m) =
c′ = m′

1 × pk + m′
2. So, c − c′ = m′′

1 × pk + m′′
2 �= 0 (in more general terms, �= α × p). Therefore, the

adversary will not be able to obtain α × p.

It should be noted here that there are techniques that can be called partially probabilistic. For
instance, the technique Enc (m) = c = m + r × p where r is a random number at each message. In the
general definition of probabilistic encryption, there are:

Enc1 (m) = c and Enc2 (m) = c′ with c �= c′ (13)

But this definition does not address a very important aspect in the field of security, which is
calculating the difference between c and c′, where (c − c′) mod n can be equal to α × p, with α is
a random number. That will give the adversary the possibility to get the private key p. On the other
hand, there are encryption techniques that can be called fully probabilistic: c �= c′ and (c − c′) mod n
�= α × p. For example, the encryption scheme where Enc (m) = m1 × pk + m2 with m = m1 + m2 by
random fragmentation is a fully probabilistic technique. Therefore, if there is a need to use the MMIp,
a fully probabilistic encryption technique should be utilized. By summarizing:

Partially Probabilistic Encryptiion (ppE): c �= c′ and (c − c′) mod n = α × p

Fully Probabilistic Encryption (FpE): c �= c′ and (c − c′) mod n �= α × p

As a result, one can save 50% of the storage space in any FPE scheme if one uses the MMI. Indeed,
the proposed MKEE is a deterministic schema with an asymmetric use, because mi × pki mod N does
not change. MKEE is a partially probabilistic scheme with its symmetric use because c = r × p +∑i

j=1

(
mj × kj

)
where r is a random number in each encrypted record. In order to take advantage of the

MMI method, there is a need to transform MKEE into a fully probabilistic scheme.

For this, the following new definition of MKEE is proposed:

c =
(

r +
∑i

j=1

(
mj × kj

))
mod N (14)
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where r is a small random number generated for each record, and r < ki. Noting that r =
(c mod p) mod ki; so for decryption, c − r should be computed, then the decryption function, that
previously defined (Eq. (8)), can be used. By this new formula, MKEE verifies the condition of FPE.
Thus, combining MKEE and MMI gives us a reduction ratio for the size of the encrypted data
estimated at 94%, i.e., it is approximately equal to 1/20 of the size obtained by using other encryption
techniques.

Fig. 6 shows two curves, on the left, it illustrates the relationship between size and security. The
security increases exponentially with the number of fields. On the right, the figure illustrates the
relationship between size and encryption time. The encryption time does not increase significantly
when the size is increased because the adopted technique is linear. We will increase one multiplication
and one addition operation with each added field, which gives us 10 units of time per field.

Figure 6: Comparison concerning memory size, security, and time

6 A Case Study: Diabetes Clinics

Nowadays, the importance of data in business and other sectors has increased. Data is the engine
of customer relationships and mediation, the foundation of business strategy and any profitable
project. Data management issues are a challenge for many organizations; however, the used data
quality and the stored data quantity continue to be problems. The value of the data depends first
on its quality and then on its size; therefore, these two factors are of great importance in the data
world.

Correctly processed data delivers greater added value at all levels of the business. The strength of
the encryption of a cryptography algorithm is generally linked to the size of its key: a large key results in
more secure encryption. Advances in cryptographic analysis have largely influenced the increase in the
key size used with algorithms. For example, in RSA, whenever the key size is doubled, the decryption
operation requires six to seven times more processing power. Although it requires more computing
power, the performance of computers, today, is sufficiently advanced to meet this demand.

Since January 2011, the Certification Authorities have tried to comply with the recommendations
of the NIST (National Institute of Standards and Technology), by deciding that the key must be 2048
bits or more. Hence, some certification authorities have implemented the 2048-bit key length in their
encryption systems.
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Diabetes clinics offer health services that rely on a multidisciplinary team as well as pioneering
research to ensure that the client receives the best care available. Comprehensive health assessments and
treatments are coordinated by doctors, working with experienced nurses, social workers, and others.
The clinics take care of diabetes problems and also provide psychological counseling to all groups. The
clinics receive many patients and people looking for medical consultations every day (Fig. 7). Doctors
and researchers benefit from this information by using statistics; therefore, these clinics should store
all the data related to their patients and visitors. As a result, a huge amount of data is acquired, and
this data is typically stored in the cloud. However, the more data stored in the cloud, the higher the
cost the clinic pays.

Figure 7: Proposed embedded encryption scheme (EES) and modular multiplicative inverse (MMI) in
the use case

One of the clinics’ goals, whether public or private, is to increase profits by reducing the share of
expenses and payments. In this paper, the proposed scheme reduces the size of the encrypted data to a
rate of about 1/10 compared with other schemes, which is equivalent to 88% by grouping ten fields, that
is ten values of information relating to one patient. For instance, this information could be the patient’s
name, address, age, weight, height, date of birth, date of examination, type of disease, and medication.
Note here that this is just an example (the ten fields), and many clinics may use more information
about a single patient. For example, when using twenty fields, according to the study conducted in
Section 5, the percentage of size reduction will be equal to 87% (1024 + 19 × 81 vs. 1024 × 20) since
the key length is 1 kbits and the size of a field is 80 bits. With an estimation of the storage capacity
needed for a clinic that receives 100 visitors per day, and using the current size of the encryption key
(2048 bits) in order to provide a high rate of security, an annual volume of data is estimated at:

2 kbits × 20 × 100 × 365 = 1460 Mbits

Using the proposed method, the size will be:

(2048 + 19 × 81) × 100 × 365 = 130 Mbits

There is a big difference here in the capacity needed for storage and, of course, this will result in
a big difference in the price needed for cloud-level storage. For example, iCloud, Amazon Cloud, and
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Google Drive provide an annual cost of between 15 dollars and 140 dollars per year for a capacity of
100 Gbits.

Finally, the research contributes in all fields to reduce the size of data, when we have a set of
sensitive data units that can be read individually. Applications in healthcare include remote patient
monitoring, individualized treatment strategies, and streamlined healthcare delivery. Also, for other
types of sensitive data such as Personal and Private Customer, Employee, Financial, Business, and
Operational data.

7 Conclusion

In today’s digital landscape, data security, and efficient storage have become paramount, especially
in scenarios where data is stored in paid cloud services. The cost implications of large-scale data storage
have prompted innovative approaches to reduce both the size of encrypted data and the associated
storage expenses. In this paper, we presented an innovative encryption method designed to significantly
reduce the size of the ciphered text. This size reduction is particularly advantageous for data storage
in paid cloud services, as it results in substantial cost savings. The key strength of this technique lies
in its robustness, achieved through the inherent correlation of the encrypted data, facilitated by the
addition operation. The analysis of this approach yielded highly promising results, with an impressive
88% reduction in size when compared to traditional encryption techniques that encrypt each piece
of information separately. This substantial reduction translates to a tenfold decrease in storage costs
(1/10th of the original cost).

Furthermore, a study was conducted to explore the use of Modular Multiplicative Inverse for size
reduction. The experiments conducted in this context showed a significant storage space gain of 50%
when compared to certain other encryption techniques. To illustrate the practical application of our
approach, we conducted a case study on diabetes clinics, which routinely store data related to tens of
thousands of visitors each year for future research and analysis.
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