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ABSTRACT

Text mining presents unique challenges in extracting meaningful information from the vast volumes of digital
documents. Traditional filter feature selection methods often fall short in handling the complexities of short text
data. To address this issue, this paper presents a novel approach to feature selection in text classification, aiming to
overcome challenges posed by high dimensionality and reduced accuracy in the face of increasing digital document
volumes. Unlike traditional filter feature selection techniques, the proposed method, Multivariate Relevance
Frequency Analysis, offers a tailored solution for diverse text data types. By integrating positive, negative, and
dependency relevance computations, the proposed approach effectively prunes features, enhancing classification
performance. Extensive experimental analysis has been performed for the proposed model and compared with
several standard existing feature selection models on five datasets involving short and long texts using four standard
classifiers. The results indicate that the proposed model has the highest macro-F1 score of 94% for the SMS
dataset, 78.1% for the SLS dataset, 89.4% for the AYSC dataset, 71.32% for the Reuters dataset, and 98.63% for the
20Newsgroup dataset. The statistical analysis also indicates that the proposed model provides better performance
with both short texts such as messages and reviews as well as long texts containing documents, with superior
performance for short-text data. The comparative analysis shows that the proposed model offers better performance
than many other standard filtration models.
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1 Introduction

The internet has become more influential in today’s digital world, due to which the usage of
information technologies and communication devices such as smartphones and personal digital
assistants has increased considerably [1]. An increase in the use of such technologies also increases
digital data, which is in the form of text, audio, video, and images. More specifically, electronic
documents in the form of texts, such as web pages, electronic mails, short message services, news feeds,
e-books, digital libraries, and social media platforms like Facebook, Twitter, Instagram, blogs, reviews,
comments, and so on, are dominating the world. Unlike any other data type, there is an immediate
requirement for the automatic processing of text documents to get meaningful information, as it is
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very difficult to gather useful data manually [2]. As a result, text mining emerged as a solution for
extracting information from text data.

To handle a large amount of data, text classification could be used to categorise the data, which
makes the process of accessing and searching simpler. Text classification, or text categorisation, is the
process of labelling unlabeled text data in the form of documents or messages with predefined labels
[3]. Many digital platforms, including e-commerce sites, social media, and online communication, have
adopted the categorisation of text data, making it quite popular. Some of the popular applications
of text categorisation are automatic content tagging [4], spam detection or spam filtering in emails
and short messages [5], sentiment analysis [6], categorisation of documents [7], web pages [8], and
more. There are various ways to represent the text document in a format suitable for processing, which
can be grouped as static representation, context-based, knowledge-based, probabilistic, and linguistic
techniques [9]. Yet the vector space model of static representation has gained huge attention. With
the entire text content as a vector space, each word in the text content will be a feature. The value of
the features is provided by various term weighting techniques, such as the frequency of occurrence of
the words or term frequency-inverted document frequency (TF-IDF) [10]. This method ignores the
ordering of the words in the input text and is named the Bag of Words (BoW) approach [11].

The high-dimensional vector space is the most important challenge in categorising text documents.
This excessive number of features not only leads to an increase in computational time complexity but
also reduces the accuracy of the classification process [12]. One of the solutions is to perform text
preprocessing to reduce the number of features. It converts data into a small set of terms, removing stop
words and applying stemming to reduce the number of terms in the text corpus [13,14]. Some words
are irrelevant or less significant for categorization even after preprocessing. Thus, feature selection
(FS) helps find important features by removing irrelevant features, improving accuracy, and reducing
training time [15]. Once the significant features relevant to classification are selected, various classifiers
can be applied to classify the text. The most common conventional classifiers employed for the text
data are support vector machines (SVM), k nearest neighbour (kNN), Naïve Bayes (NB), decision
trees (DT), and neural networks (NN) [16].

Generally, four types of FS commonly exist including filter, wrapper, embedded, and hybrid
approaches [17]. Simple yet effective, the filter approach uses statistical analysis to compute each
feature’s score, selecting the features with the highest scores for the classification process. The wrapper
and embedded approaches employ classification algorithms to select the optimal feature subset, while
the hybrid approach combines these models for feature selection. Though the wrapper, hybrid, and
embedded approaches offer improved accuracy, they suffer from high computational costs, and yet
the results are biased by the classification algorithm used. Thus, fast and unbiased filter methods
are preferred over other models [18]. The literature anticipates numerous FS models to improve
classification accuracy. These methods use complex deep learning and optimisation algorithms,
demonstrating impressive performance in text classification tasks. However, most methods require
high computational costs and show bias towards the specific classification algorithms. Many statistical
methods eventually emerged to overcome these limitations by selecting significant features and
improving classification accuracy [19]. Though several models exist for FS in text data, there is still a
need to improve the performance of the selection techniques.

To address this research gap, this paper presents a novel filter feature selection (FFS) approach that
uses relevance frequency (RF), a term weighting technique, to select features from a text document.
Instead of using a simple relevance frequency, a multivariate relevance frequency analysis (MRF-FS)
is proposed for feature selection. Initially, the pre-processing is applied to the data, and the features are
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extracted. The next phase employs novel term weighting with relative term frequencies, which uses term
frequency, document frequency, and class frequency to evaluate the feature weights. This step refines
the feature set by pruning features with low weights and selecting only features with higher weights,
focusing the computational resources on the more relevant terms, thereby improving the overall
efficiency. Further, the MRF evaluates the positive significance of terms present in each category’s
documents, the negative relevance of terms’ absence, and the dependency relevance of terms’ existence
and absence. This holistic assessment enhances feature significance evaluation, potentially selecting
more informative text categorisation features. The model is tested on short- and long-text datasets
and compared to other conventional models. Though the method uses simple statistical analysis, it
offers an improved solution to address the research gap in FS for text classification. Thus, this study
contributes to effective FS for classifying short texts. This research primarily makes the following
contributions:

• To introduce feature pruning using term weighting that applies relative term frequencies,
facilitating the selection of the top k words from each document.

• To propose a multivariate relevance frequency analysis for feature selection that applies positive
relevance, negative relevance, and dependency relevance computations.

• To assess the performance of the proposed model by conducting an extensive experiment with
four classifiers using various performance metrics.

• To compare the effectiveness of the proposed model statistically with existing standard FFS
models and state-of-the-art models.

The organisation of the paper is as follows: Section 2 provides information about the proposed
study. Section 3 details the proposed multivariate relevance frequency for feature selection. Section 4
delves into the experimental study, detailing the datasets and performance metrics utilised, analysing
the results, comparing them with existing state-of-the-art models, and conducting a statistical analysis.
Section 5 concludes the work and outlines potential future enhancements.

2 Related Works

The literature suggests several filter approaches to selecting significant features through statistical
analysis without the need for classification algorithms. These are considered to be primary choices in
many applications as they are simple to implement and require minimal execution time. Document
frequency (DF) is a widely used univariate method, while term variance (TV) considers removing
terms with low variance, and term strength (TS) evaluates significance based on similar document
occurrences [20]. With this as a base, several statistical methods, such as information gain (IG), chi-
square (CHI), mutual information (MI), correlation, odd ratio (OR), Gini index (GI), and inverse
document frequency (IDF), were proposed to identify the significant features in the text classification.
Specifically, IG evaluates the amount of information contributed by the term based on its presence or
absence, while CHI evaluates the dependency between the term and the class using the χ2 distribution
[21]. The feature score using MI is computed based on the dependency between the term and the class,
while the correlation score is computed based on the linear relationship between the term and the
specific class [22]. As OR computes the odd ratio of terms in positive class as well as negative class
[23], GI estimates the degree of random probability of a term being categorised incorrectly [24], and
IDF measures the significance of a term by its common or rare presence in the given corpus.

Based on its probability distribution, entropy evaluates the amount of information a term
possesses. Despite the use of numerous statistical models in FS for text documents, research has
proven that IG and CHI outperform DF, IG, MI, CHI, and TS. Researchers have enhanced these
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statistical methods to improve the accuracy of classification. An improved IG that uses error frequency
information and a balance factor for FS in text classification was proposed [25]. An improved GI
model was proposed that can reduce the dimensions locally and globally [26]. Laplacian Score (LS) was
used to assess the feature that specifies its local conserving power [27]. Instead, to improve efficiency,
these statistical models were often combined with soft computing methods like ant colony optimisation
(ACO), genetic algorithm (GA), and so on [28].

The relative discrimination criterion (RDC) is an approach that computes a term’s importance by
comparing its document frequencies in a specific class to others, thereby identifying its discrimination
capability [29]. The multivariate relative discrimination criterion (MRDC) is better than the RDC
method because it takes into account both duplicate and relevant features while classifying the data
[30]. Distinguishing feature selector (DFS) and minimal-redundancy-maximal-relevance (mRMR)
filter approaches estimate class discrimination capability and minimise redundancy, while normalised
difference measure (NDM) uses balanced accuracy but may not be suitable for imbalanced datasets
[31]. The proportional rough feature selector (PRFS) utilises rough set theory to classify regions as
positive, negative, or boundary based on document classification terms [32]. The comprehensively
measured FS (CMFS), a local FS method, uses maximum and weighted sum approaches to calculate
feature relevance in globalisation processes [33]. Researchers proposed a new inherent distinguishing
feature selector (IDFS) that can select informative features in unbalanced datasets and assign higher
scores to negative features [34].

Two other metrics specifically used for FS are Acc and Acc2, which utilise local policy. To perform
the FS, Acc evaluates the positive and negative information of the terms, whereas Acc2 computes
the average Acc values. The detailed explanations for the two methods were discussed by Şahin and
Kılıç. The relevance frequency FS (RFFS) model utilises both RF and DF approaches for effective
FS. Furthermore, existing studies have reported that traditional methods for sparse and ambiguous
short texts are effective but require refinement because they frequently fail with context-relevant
elements [35]. Researchers also proposed prompt learning [36] and transfer learning [37] for short-text
classification. However, it is difficult to parallelize and process word sequences using deep learning
methods. Another study improved short text categorisation by adding reviewers’ mental traits and
fine-tuning the Bert model at the language level [38].

More recently, an analytical study assessed a heterogeneous ensemble model for text classification,
combining features from local and global selection methods, using OR and discriminative feature
selector (DFSS) as local methods and DFS and NDM as global methods, and proved that the ensemble
models enhance performance [39]. The author extended their work by introducing a new method,
feature- and class-based weighted sum (FCWS), considering both class and feature information [40].
The method was tested using the DFSS, OR, and CHI methods and proved to be effective with
the DFSS and CHI methods. Researchers proposed an extensive feature selector (EFS) that utilizes
corpus-based and class-based probabilities for FS, demonstrating its superior effectiveness over other
filter-based techniques [41]. The brilliant probabilistic feature selector (BPFS), a novel filter-based
FS method, assigns fair scores to unique and sparse features in order to select informative features
and has proven to be more successful than other models [42]. Despite the literature proposing several
methods for text classification, FS remains an ongoing research topic due to the need for effective
models to classify the ever-increasing volume of digital documents. Many of these methods have some
limitations due to class imbalance, computational complexity, low performance, and classification
bias. Improving classification accuracy and reducing time complexity in the FS process are the primary
issues to address in such models.
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3 Proposed Methodology

Relevance frequency (RF) was originally proposed for computing weights for the terms in the
process of text classification. Like other popular term-weighting measures such as IG, CHI, MI,
and TF-IDF, RF has also been used in the process of FS and has proven to be effective in its
performance. In this paper, an FFS method is proposed that makes use of the idea of MRF in the
selection of text features. Fig. 1 presents the overall concept of the proposed MRF analysis, an FFS
method for text classification. The proposed approach is divided into four phases: 1) feature extraction
through preprocessing; 2) feature pruning using relative term frequency-based term weighting; 3) MRF
analysis-based FS; and 4) text classification and evaluation.

Data Preprocessing and Feature Extraction Phase

Text Filtering Tokenization Stop Word
Removal

Stemming

Feature Pruning using Term Weighting

Term 
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Term Document
Frequency

Term Class
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Figure 1: The proposed feature selection framework

3.1 Data Preprocessing and Feature Extraction Phase

The given input data, in the form of text content, must be transformed into a data structure in
the form of a vector representation for further processing. Here, the text must undergo a sequence of
preprocessing steps that transform the given input data into a suitable structure. BoW is a commonly
used method for text data, where each term in a document is denoted by its frequency without
considering grammar or order. The document contains thousands of terms, but not all of them are
significant for knowledge extraction, so the terms are preprocessed. The most common steps are stop
word removal, stemming, and tokenization [43]. In the proposed model, text filtering, tokenization,
stop word removal, and stemming, are used to preprocess the data. The various preprocessing steps in
the feature extraction phase are listed below:

• Text filtering: It removes data types like images, numbers, symbols (@, #, $, %, ∗), and other
tags and converts the uppercase to lowercase letters, resulting in plain text [44].

• Tokenization: This process divides the text stream into meaningful terms or elements. This set
of tokens will be the input for the next preprocessing step.

• Stop word removal: Removing stop words from tokens, such as articles, prepositions, connec-
tors, and pronouns, significantly reduces processing time for various features.
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• Stemming: This step reduces the term to its root form by removing the suffixes (the terms
controlling to control, making to mak). The proposed model employs the Porter stemmer
algorithm to decrease the distinct terms in the corpus, thereby enhancing processing speed.

3.2 Feature Pruning with Term Weighting

Even after the preprocessing phase, processing a large number of features will demand more
computational resources. The proposed model reduces complexity by computing term weights and
selecting the terms with the highest scores for further analysis. Therefore, the top k words from each
document are selected using a simple statistical proportion, incorporating conventional metrics like
TF and TDF, which indicate the term’s significance within the document, corpus, and class. However,
it uses the term class frequency (TCF) as a normalisation technique to effectively optimise the weights.
Eq. (1) provides the formula to compute the term weighting.

tw (t, d) = tf (t, d) × tdf (t, D)

tcf (t, C)
(1)

Here tf (t, d) signifies the TF of a term t in document d with respect to the other terms. tdf (t, D) is
the TDF that signifies the count of a term t in the whole corpus and tcf (t, C) is the TCF that specifies
the count of a term t in each class. Each representation is described below.

The TF for a term t in the document d can be computed as the ratio of f (t, d), the frequency of
term t in d to the total number of terms N in the document d (|Nd|), and is given in Eq. (2).

tf (t, d) = f (t, d)

|Nd| (2)

The TDF representation for a term t in the document corpus D can be computed as the ratio of
df (t, D), the number of documents containing the term t in D to the total number of documents D in
the corpus |D|, as given in Eq. (3).

tdf (t, D) = df (t, D)

|D| (3)

The TCF representation for a term t in class C can be computed as the ratio of cf (t, C), the
number of classes containing the term t in C to the total number of classes C in the given dataset |C|,
as given in Eq. (4).

tcf (t, C) = cf (t, C)

|C| (4)

Normally, the terms that occur in only one class have a minimum number of term frequencies and
document frequencies. Conversely, unique terms within a class may have low term weighting, which
could potentially hinder their selection as significant for further processing. Also, common terms in
documents from different classes are high in frequency, but this does not help in classification. Thus,
TCF is a more effective method for normalising term weighting based on its significance in different
class groups, optimising term scores appropriately.

3.3 Multivariate Relevance Frequency (MRF) Analysis

The proposed method requires understanding four significant variables related to terms and
categories, also known as contingency table elements, as shown in Table 1 [1]. The variable a represents
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the number of documents that contain the term tj and belong to ith class ci. This can be represented in
a set language as a = n (A) where A = {d : d � tj, d ⊆ ci}. The variable b represents the number
of documents that do not contain the term tj and belong to class ci and the set representation is
b = n (B) where B = {d : d/� tj, d ⊆ ci}. The variable c represents the number of documents that
contain the term tj but do not belong to class ci with the set representation as c = n (C) where C =
{d : d � tj, d � ci}. As stated in Section 3.2, the variable C represents the set rather than the number of
classes in the dataset. The variable d signifies the number of documents that do not contain the term
tj and do not belong to class ci with set representation as d = n (D) where D = {d : d /� tj, d � ci.
Generally, researchers claimed that term weighting outperformed many other standard state-of-the-
art metrics [16]. With this knowledge, positive, negative, and dependency relevance computations are
employed to score features for FS, focusing on documents with terms, non-term documents, and class-
term dependency.

Table 1: Contingency Table for Class ci

t t

ci a = (Documents in ci contains t) b = (Documents in ci do not contain t)
ci c = (Documents contains t but not in ci) d = (Documents do not contain t and not in ci)

3.3.1 Positive Relevance Frequency (PRF)

The PRF analysis evaluates the documents containing the terms that belong to and do not belong
to a target class. More precisely, the positive relevance score for each class is assessed in such a way
that the score will be higher when the term is present in a majority of documents in class ci than in
other classes. The formula to compute the PRF is given in Eq. (5) [1].

PRF
(
tj, ci

) = log
(

2 + a
max(1, c)

)
(5)

Here, max(1, c) is included, which uses 1 when the value of c is 0, to prevent division errors
caused by c = 0. However, when a is 1, the logarithmic operator may produce 0 and so the constant 2
is introduced. Thus, if the term tj more frequently appears in a class ci (a would be higher) or is seen
rarely outside the class ci (c would be lower), the positive feature score of tj will be high. Conversely, if
a term tj is seen rarely in class ci (a would be lower) or is seen frequently outside the class ci (c would
be higher), the positive relevance score of tj will become low concerning the class.

3.3.2 Negative Relevance Frequency (NRF)

NRF analysis, unlike PRF analysis, evaluates documents in the absence of a specific term that
belongs to or does not belong to a target class. The negative relevance score for each class is evaluated
in such a way that the score will be higher in the absence of term tj in a minority of the documents in
class ci than in other classes. Eq. (6) provides the formula to compute the NRF.

NRF
(
tj, ci

) = log
(

2 + d
max(1, b)

)
(6)

Thus, if the term tj does not appear in a majority of the documents outside the class ci (the d value
will be higher) or does not appear in a minority of the documents within the class ci (the b value will
be lower), the negative relevance score of tj will be high concerning the class ci. Instead, if a term tj
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does not appear in the minimum documents outside the class ci (the d value will be lower) or does
not appear in the majority of the documents inside the class ci (the b value will be higher), then the
negative relevance score of tj will become low with respect to the class.

3.3.3 Dependency Relevance Frequency (DRF)

The DRF analysis combines both PRF and NRF to provide more accurate values. For text
classification to be effective, the term must be frequently present in the specific class but not outside of
it. This indicates that the variables a and d must be high. On the other hand, the number of documents
that do not contain the term in a specific class and the number of documents containing the term
outside the class must be the minimum for effective text classification. Thus, the DRF utilises all the
variables a, b, c, and d to compute the scores, and the formula is given in Eq. (7).

DRF
(
tj, ci

) = log
(

2 + ad
max(1, cb)

)
(7)

Thus, consider the term tj, which appears in the majority of the documents within the class ci but
not in the majority of the documents outside the class ci (a, d will be higher), or the term tj, which does
not appear in the minority of the documents within the class but appears in a minority of documents
outside the class (b, c values will be lower). This indicates that the dependency relevance score of tj will
be high concerning the target class ci. Conversely, if the term tj appears in a minority of the documents
within the class ci but not in a minority of the documents outside the class (a, d values will be lower),
or if the term tj does not appear in a significant number of documents within the class but appears in
a significant number of documents outside the class (b, c values will be higher), then the dependency
relevance score of tj specific to class ci will be low.

3.3.4 Final Feature Scoring

Once the PRF, NRF, and DRF are evaluated, the final feature scoring can be computed by
summing the product of the positive relevance score, negative relevance score, and dependency
relevance score of a term with respect to all the classes. The formula is given in Eq. (8).

FS
(
tj

) =
n∑

i=1

PRF
(
tj, ci

) × NRF
(
tj, ci

) × DRF
(
tj, ci

)
(8)

Here n is the number of classes in the dataset, and so i varies from 1 to n, indicating c1, c2, . . . , cn.
The product of all the relevance frequencies obtained for the terms for each class is summed together to
obtain the final result. For illustration, consider the sample set of documents containing the terms cat,
dog, mouse, and fish, as given in Table 2. In this example, the term cat is present in all the documents
{D1, D2, D3, D4, D5, D6}, irrespective of the classes {C1, C2, C3}. Thus, it may not be effective in the
classification process. On the other hand, the term fish is available in the documents {D5, D6} that
belong to class C3, and so it is effective in classifying the documents in class C3. Table 3 presents the
detailed computation of the proposed model.

From the analysis, it is clear that fish has the highest score of 0.555, which helps to distinguish class
C3 from other classes. Thus, all the documents containing fish could be classified as C3. The mouse
has the next highest score, with 0.53, as the terms are contained in all two documents {D3, D4} in class
C2 and D6 in class C3. Also, the term cat has the lowest score of 0.108, because it appears uniformly
across all categories, lacking discriminatory power for document classification.
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Table 2: Sample document set

Document ID Content Class

D1 Cat C1

D2 Cat dog C1

D3 Cat dog mouse C2

D4 Cat mouse C2

D5 Cat fish C3

D6 Cat fish mouse C3

Table 3: Feature score computation for the sample dataset

Terms Cat Fish Mouse Dog

Class C1 C2 C3 C1 C2 C3 C1 C2 C3 v C2 C3

n(A) 2 2 2 0 0 2 0 2 1 1 1 0
n(B) 0 0 0 2 2 0 2 0 1 1 1 2
n(C) 4 4 4 2 2 0 3 1 2 1 1 2
n(D) 0 0 0 2 2 4 1 3 2 3 3 2
PRF 0.398 0.398 0.398 0.301 0.301 0.602 0.301 0.602 0.398 0.477 0.477 0.301
NRF 0.301 0.301 0.301 0.477 0.477 0.778 0.398 0.699 0.602 0.699 0.699 0.477
DRF 0.301 0.301 0.301 0.301 0.301 1.000 0.301 0.903 0.477 0.699 0.699 0.301
Prod. 0.036 0.036 0.036 0.043 0.043 0.468 0.036 0.380 0.114 0.233 0.233 0.043
FS 0.108 0.555 0.530 0.509

3.3.5 Text Classification

Text classification assigns text data to predefined categories using natural language processing
and machine learning, which is challenging because of the unstructured format. Relevant features,
missing data, and classification algorithms influence classification accuracy, which is crucial in
analysing process performance. Selecting the significant feature greatly helps to improve the prediction
accuracy. Despite the availability of numerous classification algorithms in machine learning, only a few
algorithms find widespread use in text classification. The literature more frequently uses classifiers like
SVM, DT, kNN, and NB for text categorisation [42]. Thus, the study evaluates the performance of a
proposed FS algorithm using linear SVM, DT, multinominal NB, and kNN classification algorithms,
comparing it with existing filter models.

4 Experimental Study

The implementation of the proposed feature selection is carried out using Python on a machine
equipped with an Intel Pentium CPU (6405 U, 2.40 GHz) and 8 GB of RAM, running the 64-bit
Windows 10 operating system. The text preprocessing steps, such as converting text to lowercase,
removing non-text elements, tokenization, stop word removal, and stemming using Porter stemmer
algorithms, are performed using the NLTK library. The proposed metric is then applied to select
features, varying the feature size from 20 to 1000, and the results are recorded. For classification,
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the Weka tool, a popular open-source software written in Java, is utilised [1]. Specifically, SVM is
implemented using LibSVM, DT using J48, NB, and kNN with k value 5 are evaluated by selecting
the best parameters through grid search functionality, and the results are recorded for evaluation.

4.1 Datasets Used

To evaluate the performance of the proposed MRF-FS, five different datasets are used in which
first three are short text datasets and other two are long text datasets [2]. These datasets are downloaded
from various data repositories, such as UCI machine learning and GitHub. The first dataset is the
Short Message Service (SMS) dataset, which comprises 875 English text messages classified as spam
and legitimate [45]. The second is the Sentiment Labelled Sentences (SLS), involving 3000 sentences
of positive and negative comments about the product, hotel, and film extracted from websites [46].
The third dataset is the All YouTube Spam Collection (AYSC), which extracts 1956 reviews or user
comments from 5 YouTube videos classified as legitimate and spam [47]. The other two datasets
are Reuters-21578 and 20Newsgroup. The unbalanced Reuters-21578 dataset comprises 21,578 news
articles, arranged into 135 classes [31]. The 20Newsgroup dataset is a balanced collection of 20,000
documents grouped into 20 categories [20]. For the study, the top 10 classes of the Reuters-21578 and
20Newsgroup datasets were selected. Table 4 presents the summary of the datasets used in the study.

Table 4: Description of the datasets used

Dataset Class label #Samples #Training #Testing

SMS Legitimate 450 315 135
Spam 425 297 128

SLS Positive 1500 1050 450
Negative 1500 1050 450

AYSC Spam 1005 703 302
Legitimate 951 665 286

Reuters-21578

Earn 3964 2877 1087
Acq 2369 1650 719
Money-fx 717 538 179
Grain 582 433 149
Crude 578 389 189
Trade 486 369 117
Interest 478 347 131
Ship 286 197 89
Wheat 283 212 71
Corn 237 181 56

20Newsgroup

Alt.atheism 1000 700 300
Comp.graphics 1000 700 300
Comp.os.ms-windows.misc 1000 700 300
Comp.sys.ibm.pc.hardware 1000 700 300
Comp.sys.mac.hardware 1000 700 300
Comp.windows.x 1000 700 300
Misc.forsale 1000 700 300

(Continued)
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Table 4 (continued)
Dataset Class label #Samples #Training #Testing

Rec.autos 1000 700 300
Rec.motorcycles 1000 700 300
Rec.sport.baseball 1000 700 300

4.2 Performance Metrics Used

To evaluate the performance of any classification model, precision (P), recall (R) and F1-measure
(F1) are most widely used. In addition to these three metrics, text classification also employs macro-
F1. Precision is the ratio of correct positive predictions to the total positive predictions that includes
both correct and incorrect positive predictions, and the average score across all classes is the overall
precision. The ratio of correct positive predictions to positive documents identified properly or
erroneously is recall, and the average recall across all classes is the overall recall. Micro-F1 is the
harmonic mean of precision and recall values for all classes, making it better suited for balanced
datasets. Macro-F1 is the average of the F1-measure for each class with equal weights, making it better
for imbalanced datasets. Eqs. (9)–(12) present the formulas for computing precision, recall, micro-F1,
and macro-F1. Here c represents the number of classes and pi, ri represents the precision and recall of
the ith class.

P = 1
c

c∑
i=1

TPi

TPi + FPi

(9)

R = 1
c

c∑
i=1

TPi

TPi + FPi

(10)

Micro − F1 = 2 × P × R
(P + R)

(11)

Macro − F1 = 1
c

c∑
i=1

2 × pi × ri

(pi + ri)
(12)

4.3 Result Analysis

4.3.1 Analysis with Short-Text Datasets

Initially, the three datasets with binary classes, such as SMS, SLS, and AYSC with the number
of features 1825, 3078, and 2380, respectively, are used to analyse the performance of the proposed
model. More specifically, the performance of the proposed MRF-FS model is compared with other
models such as DFS, MMR, IG, GI, NDM, and PRFS using SVM, kNN, DT, and NB classifiers
by varying the feature size. Since all three short-text datasets used here are unbalanced, macro-F1 is
a fair choice. Thus, the macro-F1 values are recorded for each FS method for all four classifiers by
selecting the top-ranked 10, 20, 50, 200, 500, and 1500 features. Tables 5–7 present the experimental
results, with bold values highlighting the models with the highest scores.
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Table 5: Macro-F1 scores for SMS dataset using (a) SVM, (b) kNN, (c) DT (d) NB classifiers

F.Size DFS MMR IG GI NDM PRFS MRF-FS DFS MMR IG GI NDM PRFS MRF-FS

# (a) SVM (b) kNN

20 92.4 92.3 89.7 92.3 89.7 92.4 92.3 92.1 83.7 85.2 87.8 83.7 88.7 91.9
100 93.5 92.2 93.5 91.6 92.2 94.2 94.2 88.7 88.8 90.9 87.5 88.8 89.0 89.7
300 90.0 91.1 89.2 91.2 91.1 91.6 91.8 89.6 88.1 88.9 86.9 88.1 90.1 89.8
500 91.5 89.1 90.4 90.4 89.1 91.1 91.4 90.9 88.2 89.2 90.9 88.2 91.1 91.4
700 90.8 90.8 89.6 91.1 90.8 91.6 91.5 93.0 90.0 92.0 89.7 90.0 90.0 91.5
1500 91.4 90.0 90.8 91.1 90.0 90.7 91.2 90.0 90.0 90.9 89.7 90.0 90.9 90.7

# (c) DT (d) NB

20 92.0 88.4 89.7 91.6 88.4 92.0 91.9 93.1 89.7 90.9 93.1 89.7 93.1 93.1
100 90.4 91.2 92.0 92.0 91.2 92.4 91.2 93.9 91.9 93.1 92.8 91.9 93.9 93.1
300 90.5 90.5 90.1 90.1 90.5 90.9 91.1 93.8 93.1 94.2 93.4 93.1 94.2 93.8
500 89.3 90.8 89.3 89.3 90.8 89.3 90.1 93.1 92.3 93.5 93.5 92.3 93.5 93.7
700 89.3 90.8 89.3 90.1 90.8 89.3 90.1 93.1 92.7 93.1 93.1 92.7 92.7 93.3
1500 89.3 90.8 90.0 90.0 90.8 89.3 90.0 93.1 91.9 92.7 93.1 91.9 92.8 93.2

Table 6: Macro-F1 scores for the SLS dataset using (a) SVM, (b) kNN, (c) DT (d) NB classifiers

F.Size DFS MMR IG GI NDM PRFS MRF-FS DFS MMR IG GI NDM PRFS MRF-FS

# (a) SVM (b) kNN

20 68.2 61.9 67.6 64.9 61.9 69.3 69.5 40.0 47.8 39.2 50.0 47.8 45.8 47.8
100 74.5 68.1 72.1 71.2 68.1 74.7 74.5 56.1 56.5 56.5 60.0 56.5 60.0 61.2
300 74.9 72.4 74.0 74.9 72.4 74.9 74.9 64.2 66.4 67.0 67.1 66.4 66.9 67.0
500 75.0 73.6 74.0 75.6 73.6 76.2 76.9 69.4 66.5 65.8 70.0 66.5 69.2 69.1
700 75.0 74.2 75.1 74.1 74.2 76.4 76.4 68.5 65.4 67.1 69.7 65.4 70.0 69.7
1500 74.5 76.1 74.8 75.1 76.1 75.2 77.1 69.8 69.7 69.1 68.2 69.7 69.3 69.3

# (c) DT (d) NB

20 67.8 61.9 67.6 63.1 61.9 69.7 69.1 67.4 61.2 67.2 64.4 61.2 69.0 68.4
100 72.9 68.1 72.7 70.9 68.1 73.5 73.3 74.3 74.1 73.9 71.3 68.7 75.9 76.2
300 73.1 72.5 71.9 73.5 72.5 73.7 74.1 76.2 75.0 75.2 75.2 74.7 77.9 78.1
500 73.9 70.9 73.1 73.2 70.9 74.7 75.0 77.3 69.2 75.9 77.0 75.0 77.3 77.0
700 74.2 70.5 72.9 72.9 70.5 75.6 76.1 77.1 75.2 76.2 76.5 75.2 77.1 77.4
1500 74.5 71.9 72.9 73.1 71.9 74.5 74.5 75.0 77.3 76.5 77.2 77.3 76.5 77.0
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Table 7: Macro-F1 scores for the AYSC dataset using (a) SVM, (b) kNN, (c) DT, (d) NB classifiers

F.Size DFS MMR IG GI NDM PRFS MRF-FS DFS MMR IG GI NDM PRFS MRF-FS

# (a) SVM (b) kNN

20 69.4 87.4 88.3 88.3 87.4 88.3 88.3 38.0 45.0 38.5 40.1 45.0 40.3 45.0
100 85.3 88.1 89.4 86.1 88.1 88.3 89.4 68.0 73.2 70.4 74.1 73.2 72.5 73.2
300 87.4 86.8 87.1 88.8 86.8 88.0 88.0 72.0 75.8 73.1 78.0 75.8 72.8 75.8
500 87.8 84.9 87.9 85.4 84.9 89.8 88.3 75.0 76.2 75.0 76.4 76.2 76.6 76.4
700 87.3 84.6 85.2 85.2 84.6 87.1 87.5 73.5 76.5 75.9 76.7 76.5 76.8 76.5
1500 86.4 85.0 85.0 84.2 85.0 85.0 87.2 71.5 78.4 74.2 78.4 78.4 78.5 78.9

# (c) DT (d) NB

20 69.2 86.1 84.3 84.5 86.1 84.5 83.4 67.8 80.7 81.2 82.2 80.7 82.2 82.5
100 86.1 86.3 86.2 86.4 86.3 86.5 86.3 81.5 81.7 80.5 81.8 81.7 81.8 82.0
300 86.2 86.7 86.2 86.8 86.7 86.3 87.2 81.9 81.0 81.8 81.9 81.0 82.2 82.2
500 86.0 87.3 85.8 86.3 87.3 87.5 88.0 82.8 81.9 81.9 80.9 81.9 82.2 82.8
700 86.2 87.7 86.4 86.8 87.7 87.8 88.0 80.7 82.2 80.8 80.5 82.2 80.3 82.2
1500 86.4 88.2 86.5 86.7 88.2 86.7 88.0 81.8 81.8 81.7 81.7 81.8 81.7 81.8

The analysis reveals that the proposed model outperforms the other six models. More precisely,
it offers the macro-F1 between 89.7% and 94.2% for the SMS dataset, between 61.2% and 78.1% for
the SLS dataset, and between 73.2% and 89.4% for the AYSC dataset. Though the MRF-FS model
offers the highest performance for 36 cases out of 72 experiments, it has the highest scores for 8 cases
for the SMS dataset, 13 cases for the SLS dataset, and 15 cases for the AYSC dataset among the 24
experiments performed on each dataset considering all the classifiers.

Moreover, Table 8 presents the results, highlighting the highest values with bold letters, and
compares the average precision, recall, and macro-F1 values for all feature sizes, including 10, 20,
50, 200, 500, and 1500 features, with the three datasets (SMS, SLS, and AYSC). From the obtained
mean values, the proposed method offers better results than other models. Specifically, the highest
macro-F1 score is obtained for all the classifiers, whereas the highest precision is obtained for kNN,
DT, and NB classifiers, and the highest recall is obtained for SVM and kNN classifiers. The overall
results indicate that MRF-FS offers optimum results.

Table 8: Performance comparison using SVM, kNN, DT and NB classifiers

Classifiers Metrics Feature selection methods
DFS MMR IG GI NDM PRFS MRF-FS

SVM
Macro-F1 83.07 82.70 83.54 83.42 82.56 84.71 85.02
Precision 80.98 80.60 81.94 81.17 80.60 82.69 82.68
Recall 82.40 78.92 82.14 82.32 79.00 82.69 82.86

(Continued)
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Table 8 (continued)
Classifiers Metrics Feature selection methods

DFS MMR IG GI NDM PRFS MRF-FS

kNN
Macro-F1 72.79 73.68 72.72 74.51 73.68 74.36 75.27
Precision 76.72 75.94 77.44 77.58 75.94 78.34 78.54
Recall 59.41 61.69 59.96 61.89 61.69 61.90 62.17

DT
Macro-F1 82.07 82.26 82.61 82.63 82.26 83.56 83.74
Precision 81.30 79.72 80.80 80.49 79.70 81.72 81.82
Recall 79.17 79.63 82.35 79.50 79.82 80.78 80.92

NB
Macro-F1 82.44 81.83 82.79 82.76 81.83 83.57 83.77
Precision 79.01 79.46 80.53 80.65 79.46 81.74 81.81
Recall 79.58 79.02 82.30 79.19 79.02 78.47 79.53

4.3.2 Analysis with Long-Text Datasets

Furthermore, DT, SVM, and MNB classifiers are also used to classify feature subsets of varying
sizes, including 20, 50, 100, 200, 500, and 1000 features, from the total features of 16,867 and 50,419
for the Reuters-21578, 20Newsgroup datasets, respectively. The macro-F1 and micro-F1 scores are
computed for the analysis, and the results of the proposed methods are compared with the various
existing state-of-the-art models as reported [42]. The results are demonstrated in Table 9 for the
Reuters dataset and Table 10 for the 20Newsgroup dataset, with bold values indicating the highest
scores among all the models used in the comparative analysis for each classifier and underlined values
representing the highest scores among all the classifiers. The results indicate that there is no single
effective method for all feature sizes across the two datasets. However, the proposed MRF-FS method
shows significantly more efficient performance than the other models.

Table 9: Performance scores for the Reuters dataset using (a) DT (b) SVM and (c) NB classifiers

Feature
Size

Macro-F1 Micro-F1
20 50 100 200 500 1000 20 50 100 200 500 1000

(a) DT
DFFS+FCWS – 56.08 58.12 57.06 57.85 57.53 – 88.81 90.91 89.45 89.93 89.69
CHI+FCWS – 56.90 57.11 56.60 61.27 57.46 – 89.45 89.49 89.45 89.56 89.39
CMFS 26.92 36.40 51.14 50.12 60.55 57.3 78.87 81.73 88.09 88.16 89.71 89.22
NDM 31.03 36.02 41.04 52.41 54.92 56.43 81.45 83.14 84.97 88.09 88.98 89.79
MMR 34.65 56.31 56.36 58.09 57.29 58.7 82.87 89.25 89.60 89.77 89.73 89.78
IDFS 54.91 56.80 58.28 57.76 58.42 57.95 88.16 89.60 89.82 89.49 89.79 89.77
EFS 53.27 56.25 57.58 57.19 58.33 57.71 84.84 88.87 89.58 89.51 89.54 89.69
BPFS 50.90 53.01 56.56 57.29 57.85 57.59 86.96 87.12 88.63 89.84 89.54 89.45
MRF-FS 55.62 56.72 58.03 58.74 58.23 57.75 88.28 88.45 89.32 89.97 89.62 89.21

(Continued)
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Table 9 (continued)
Feature
Size

Macro-F1 Micro-F1
20 50 100 200 500 1000 20 50 100 200 500 1000

(b) SVM
DFFS+FCWS – 61.04 61.90 65.17 65.76 63.82 – 91.43 92.12 92.81 92.48 92.66
CHI+FCWS – 58.38 61.47 66.85 65.97 64.20 – 90.90 92.10 92.39 92.37 92.68
CMFS 26.67 37.46 56.97 64.21 65.79 64.03 79.45 83.21 90.81 92.26 92.64 92.72
NDM 32.16 37.49 44.03 50.04 58.18 59.26 81.6 83.63 85.61 88.31 89.55 89.92
MMR 34.55 57.33 62.16 62.43 64.93 63.89 82.65 89.99 91.64 92.22 92.14 92.39
IDFS 56.47 60.73 62.50 65.33 64.66 64.25 88.87 91.23 92.22 92.12 92.37 92.70
EFS 51.37 59.34 62.33 64.21 66.40 64.48 87.19 90.89 91.87 92.28 92.70 92.68
BPFS 49.52 55.24 61.20 63.99 66.63 64.57 87.12 89.14 91.35 91.79 92.48 92.84
MRF-FS 58.36 59.47 62.89 65.77 66.81 64.12 87.52 90.65 91.79 92.45 92.83 92.79
(c) NB
DFFS+FCWS – 68.27 70.15 69.94 69.87 68.64 – 90.62 92.19 92.56 92.60 92.33
CHI+FCWS – 67.62 68.81 70.99 70.03 69.05 – 91.35 91.89 92.95 92.73 92.46
CMFS 24.14 37.75 62.99 67.35 68.45 69.05 75.71 81.6 91.19 92.14 92.33 92.49
NDM 28.97 38.45 46.75 59.53 61.38 63.55 63.64 67.50 73.11 84.35 88.18 89.16
MMR 32.87 65.40 68.77 68.92 69.14 69.24 65.55 88.94 90.70 91.40 92.44 92.49
IDFS 56.27 67.03 68.60 69.26 69.59 68.36 76.38 89.68 91.83 92.48 92.50 92.39
EFS 51.95 67.28 69.29 69.20 69.61 68.31 74.37 90.12 91.91 92.24 92.64 92.35
BPFS 54.49 63.47 66.59 69.79 69.41 68.90 83.09 87.67 90.68 92.27 92.54 92.50
MRF-FS 57.23 68.69 68.75 71.32 69.87 69.12 85.49 88.75 91.89 92.86 92.84 92.32

Table 9 shows that the proposed model achieves the highest macro-F1 of 71.32% for Reuters
datasets, while CHI + FCWS, using the NB classifier, achieves the highest micro-F1 of 92.95% with
a feature size of 200. With the DT classifier, CHI + FCWS (61.27%) achieves the highest macro-F1
and micro-F1 with 500 features, while DFFS + FCWS (90.91%) achieves the highest with 100 features.
However, CHI + FCWS (66.85%) with 200 features and BPFS (92.84%) with 1000 features achieve the
highest macro-F1 and micro-F1 with the SVM classifier. The proposed model has a macro-F1 score
of 55.62% to 71.32% for the Reuters dataset; however, the DT classifier performs between 55.62% and
58.74%, the SVM classifier between 58.36% and 66.81%, and the NB classifier between 57.23% and
71.32%.

As shown in Table 10, the proposed model with 100 features got the highest macro-F1 score of
98.63% and the micro-F1 score of 99.19% for 20Newsgroup using the DT classifier. The proposed
model with 100 features achieves the highest macro-F1 (98.63%) and micro-F1 (99.19%) with the DT
classifier. Similarly, the proposed model with 100 features achieves the highest macro-F1 (97.88%) and
micro-F1 (98.74%) with the SVM classifier. However, the NB classifier achieves the highest macro-F1
and micro-F1 with MMR (95.65%) and MRF-FS (97.83%) with 50 features, respectively. While the
proposed model has the macro-F1 score between 90.14% and 98.63% for the 20Newsgroup dataset,
it ranges between 97.49% and 98.63% for the DT, between 96.78% and 97.88% for the SVM, and
between 90.14% and 95.42% for the NB classifiers, respectively.
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Table 10: Performance scores for 20Newsgroup dataset using (a) DT (b) SVM (c) NB classifiers

Feature
Size

Reuters 20Newsgroup

20 50 100 200 500 1000 20 50 100 200 500 1000

(a) DT

DFFS + FCWS – 98.24 98.25 97.90 97.83 97.80 – 99.11 99.11 98.94 98.91 98.89
CHI + FCWS – 97.90 97.86 97.77 97.73 98.03 – 98.93 98.82 98.87 98.85 99.01
CMFS 57.74 97.58 97.62 97.57 97.68 97.89 74.55 98.78 98.80 98.76 98.81 98.93
NDM 54.18 75.75 90.52 96.83 97.94 98.03 75.33 88.14 94.97 98.39 98.95 99.00
MMR 68.83 97.9 98.04 98.00 97.79 97.97 83.60 98.93 99.00 98.99 98.88 98.97
IDFS 98.06 98.08 97.89 97.91 97.81 98.03 99.02 99.03 98.93 98.93 98.88 99.00
EFS 98.07 98.03 98.06 97.94 97.71 97.77 99.02 99.01 99.02 98.96 98.84 98.87
BPFS 97.04 97.73 98.13 98.11 97.64 97.84 98.51 98.85 99.06 99.04 98.80 98.90
MRF-FS 97.49 98.29 98.63 98.01 97.98 97.77 98.82 99.19 99.15 99.02 98.94 98.82

(b) SVM

DFFS + FCWS – 97.49 96.96 96.80 96.40 96.31 – 98.73 98.46 98.37 98.17 98.13
CHI + FCWS – 97.44 97.25 96.03 96.45 96.15 – 98.72 98.61 97.98 98.20 98.05
CMFS 57.50 97.11 97.08 95.98 95.73 96.05 75.98 98.54 98.52 97.94 97.82 97.99
NDM 54.28 73.85 88.66 95.62 97.42 96.73 75.31 87.32 94.14 97.76 98.65 98.33
MMR 65.25 97.40 97.39 97.34 96.87 96.80 83.06 98.73 98.68 98.60 98.40 98.37
IDFS 97.12 97.39 97.14 96.84 96.20 96.42 98.54 98.73 98.56 98.39 98.06 98.18
EFS 97.17 97.13 97.11 96.89 95.51 96.18 98.56 98.56 98.55 98.42 97.70 98.06
BPFS 96.40 97.35 97.53 96.62 95.73 96.59 98.17 98.67 98.70 98.29 97.82 98.27
MRF-FS 97.08 97.67 97.88 97.01 96.85 96.78 98.58 98.61 98.74 98.21 97.72 97.85

(c) NB

DFFS + FCWS – 94.55 90.53 90.68 90.24 89.79 – 97.17 96.96 96.80 96.40 96.31
CHI + FCWS – 94.00 90.92 90.07 89.72 88.76 – 97.44 97.25 96.03 96.45 96.15
CMFS 53.88 95.10 94.16 90.27 89.03 87.48 73.01 97.50 97.01 94.92 94.21 93.33
NDM 43.07 61.57 85.22 88.62 92.04 91.59 66.01 80.78 92.72 94.84 95.80 95.61
MMR 62.74 95.65 94.75 91.40 91.78 91.33 82.00 97.80 97.33 95.79 95.70 95.47
IDFS 95.06 94.01 91.36 90.57 90.27 89.06 97.48 96.92 95.54 95.06 94.92 94.21
EFS 95.28 95.04 93.35 91.12 89.44 88.56 97.59 97.47 96.64 95.42 94.44 93.96
BPFS 94.20 94.70 93.19 91.87 90.20 88.79 97.03 97.29 96.53 95.82 94.87 94.09
MRF-FS 94.57 95.42 94.89 91.56 91.32 90.14 97.22 97.83 96.89 95.77 94.95 94.87

4.4 Statistical Analysis

To support the evidence obtained from the experimental study, a statistical analysis has been
carried out using a paired t-test to validate the performance of the proposed model. A paired t-test
is a commonly used statistical analysis performed between two sets of data that belong to the same
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group. Table 11 presents the p-values obtained from the one-tailed paired t-test for the macro-F1 values
shown in Tables 5–7 for the short-text datasets (SMS, SLS, and AYSC). Similarly, Table 12 presents
the p-values obtained for the macro-F1 values shown in Tables 9–10 for the long-text datasets (Reuters
and 20Newsgroup). The significance levels are denoted by p-values, where values below 0.05 indicate
statistical significance. The proposed model demonstrated superior performance compared to other
techniques, with statistical evidence at 99% and 95% confidence levels for SVM, kNN, DT, and NB
classifiers. Moreover, most of the p-values are less than 0.05, indicating statistical significance at the
95% confidence level, except for a few cases. More precisely, while comparing the results, it is clear
that the p-values in Table 11 are highly significant than the p-values in Table 12. This demonstrates the
superiority of the proposed model with short-text data, as the performance gain is more significant
than long-text multi-class datasets.

Table 11: Statistical significance of improvement of MRF-FS on short-text datasets

Classifier MRF-FS with other models

DFS MMR IG GI NDM PRFS

SVM 0.0506 0.00039∗∗ 0.000024∗∗ 0.0055∗∗ 0.0007∗∗ 0.129
kNN 0.0072∗ 0.0048∗∗ 0.0236∗ 0.0397∗ 0.0048∗∗ 0.0483∗
DT 0.033∗ 0.002∗∗ 0.004∗∗ 0.002∗∗ 0.002∗∗ 0.221
NB 0.07 0.01∗ 0.01∗ 0.01∗ 0.01∗ 0.015∗
Note: ∗Significance at 95%, ∗∗ Significance at 99%.

Table 12: Statistical significance of improvement of MRF-FS on long-text datasets

Classifier MRF-FS with other models

DFFS + FCWS CHI + FCWS CMFS NDM MMR IDFS EFS BPFS

DT 0.031∗ 0.361 0.024∗ 0.004∗ 0.07 0.213 0.037∗ 0.014∗
SVM 0.081 0.025∗ 0.026∗ 0.001∗∗ 0.045∗ 0.047∗ 0.045∗ 0.027∗
NB 0.05∗ 0.009∗∗ 0.019∗ 0.002∗∗ 0.068 0.001∗∗ 0.011∗ 0.003∗∗
Note: ∗Significance at 95%, ∗∗ Significance at 99%.

5 Conclusion

This study proposes a multivariate relevance frequency analysis for text classification feature
selection. Initially, a relevance frequency is used as a term weighting technique to select features.
Subsequently, the multivariate relevance frequency assesses the positive, negative, and dependency
relevance of terms within each category. An experimental study is performed with several standard
existing feature selection models on five datasets involving short texts (SMS, SLS, and AYSC datasets)
and long texts (Reuters and 20Newsgroup datasets) using four classifiers: SVM, kNN, DT, and NB.
The results have been analysed using various performance metrics, including precision, recall, macro-
F1 and micro-F1 metrics. Results show that the proposed model has the highest macro-F1 scores of
94% for the SMS dataset, 78.1% for the SLS dataset, 89.4% for the AYSC dataset, 71.32%, and 98.63%
for the Reuters and 20Newsgroup datasets. Statistical analysis reveals superior performance for short-
text data. Though the method uses simple statistical computation, it offers an improved solution to
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address the research gap in feature selection for text classification. Future studies aim to expand the
application of this model beyond text mining and evaluate its performance using different evaluation
metrics. The scalability and performance of the proposed model must be evaluated with real-time
processing. Further, the performance of the model should be assessed with advanced classification
models and its applicability beyond text mining.
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