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ABSTRACT

Users of social networks can readily express their thoughts on websites like Twitter (now X), Facebook, and
Instagram. The volume of textual data flowing from users has greatly increased with the advent of social media
in comparison to traditional media. For instance, using natural language processing (NLP) methods, social media
can be leveraged to obtain crucial information on the present situation during disasters. In this work, tweets on the
Uttarakhand flash flood are analyzed using a hybrid NLP model. This investigation employed sentiment analysis
(SA) to determine the people’s expressed negative attitudes regarding the disaster. We apply a machine learning
algorithm and evaluate the performance using the standard metrics, namely root mean square error (RMSE),
mean absolute error (MAE), and mean absolute percentage error (MAPE). Our random forest (RF) classifier
outperforms comparable works with an accuracy of 98.10%. In order to gain a competitive edge, the study shows
how Twitter (now X) data and machine learning (ML) techniques can analyze public discourse and sentiments
regarding disasters. It does this by comparing positive and negative comments in order to develop strategies to deal
with public sentiments on disasters.
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1 Introduction

Natural hazards are undesirable occurrences brought on by Earth’s natural forces, such as
earthquakes, cyclones, hurricanes, storms, floods, volcanic eruptions, and tsunamis, which inflict
significant destruction and the loss of life. A natural disaster invariably results in casualties and
property destruction, and it frequently leaves behind economic harm, the severity of which varies
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on how severe the disaster was [1]. Poorer countries experience more of the damaging effects of
natural disasters than more prosperous ones [2]. Today, information on events, such as disasters,
is disseminated through the traditional media and social media [3]. Social media is a new form of
communication that leverages the Internet to create online or virtual communities [4]. Social media
have been extensively used to find and compile pertinent information on opinions and actions [5].
Social media platforms like Twitter (now X), TikTok and Facebook are being utilized to share
information and disseminate it during emergencies and disasters [6]. These social media platforms let
users exchange content in the form of text, graphics/drawings, and images as well as audio, video, and
animated graphical interchange formats (GIFs) [7]. Numerous firms are paying a lot of attention to
sentiment analysis (SA) using online evaluations as a result of the exponential growth of social media
information and messaging data (e.g., private, government, and academia) [8]. Sentiment analysis is
a technique in natural language processing (NLP) used for detecting the sentiments underlying any
text [9]. SA analyzes the input texts and identifies the sentiments within the text. NLP uses machine
learning to uncover the structure and meaning of text.

The state of Uttarakhand in northern India had significant rains in June 2013, which led to
disastrous floods and landslides, making it the nation’s greatest natural disaster since the 2004
tsunami [10]. On 16–17 June 2013, 12 out of Uttarakhand’s 13 districts were devastated by flash
floods brought on by exceptionally high rainfall and cloudburst [11]. The four districts that were
most severely impacted were Pithoragarh, Uttarkashi, Chamoli, and Rudraprayag. The microblogging
platform Twitter (now X) is a popular social media choice and is essential for spreading information.
People expressed their feelings on the forum on the flash floods in Uttarakhand. This calls for
an improved analysis of the sentiments shared by the people to ascertain the impact and provide
guidelines for improved government decision-making. By examining tweets gathered between 17
June 2013, and 31 August 2013, this study employs NLP and machine learning (ML) approaches to
interpret sentimental tendencies related to the 2013 Uttarakhand flash floods. The study also employs
appropriate evaluation criteria to assess how well the supervised ML classifier performed on tweets
about the Uttarakhand flash floods. Additionally, to the best of our knowledge, this study is the
first to consider both SA and ML models to analyze the flash flood in Uttarakhand. The results
will come in handy for helping governments, organizations, and other policymakers analyze trends in
social media data related to disasters and make prompt adjustments to disaster education to increase
public confidence in emergency response.

The remainder of the paper is structured as follows: The related works are summarized in
Section 2. The methodology is also presented in Section 3. Additionally, Section 4 presents the
results and findings from the paper. Section 5 gives an in-depth analysis of the study and themed
“Discussion.” Finally, Sections 6 and 7 summarize the study in conclusion and future works.

2 Related Works

Sentiment analysis (also known as opinion mining) is a natural language processing method
used to assess the positivity, negativity, and neutrality of data. Textual data is frequently subjected
to sentiment analysis. To begin with, Mendon et al. [12] created a system to assess Twitter users’
sentiments regarding natural disasters using data pre-processing techniques and a blend of machine
learning, statistical modeling, and a lexicon-based approach. Sufi et al. [13] proposed a new fully
automated approach based on artificial intelligence (AI) and natural language processing (NLP)
for extracting location-oriented public sentiments on the state of the worldwide crisis. Additionally,
sentiment analysis was done by Parimala et al. [14] on tweets about a specific disaster setting for a
specific area at various points in time. In another study, Folgado et al. [15] used a Fully-Connected
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Neural Network (FCNN) to assess complex human communication and used tweets from political
party leaders as a dynamic proxy for political agendas and ideas. They conducted a study to identify
a tweet’s political affiliations.

Additionally, Behl et al. [16] used supervised learning approaches to compare the multi-class
classification of Twitter data. In their investigation, they used openly available data from the 2015
Nepal earthquake and the 2016 earthquake in Italy. In order to explore the major concerns that have
drawn public attention, as well as the obstacles and enablers to effective COVID-19 immunization,
Liew et al. [6] employed social media data to record nearly real-time public opinions and attitudes
regarding COVID-19 vaccines. Ragini et al. [17] suggested a big data-driven approach for disaster
response through sentiment analysis in a related piece of work. Their suggested model gathered
information on disasters from social networks and organized it in accordance with the needs of those
who were affected. Machine learning algorithms were used to classify the disaster data in order to
analyze public mood.

In another similar work, Bello et al. [18] developed a technique for identifying a writer’s perspective
and attitude in a tweet based on context. Their experimental findings revealed that the combination of
BERT with other models performed well when compared to using Word2vec and using it without any
modification in terms of accuracy, precision, recall, and F1-score. Furthermore, Wadud et al. [19]
developed a detection method to identify offensive social media postings used to harass others.
The system used deep convolutional neural networks with bidirectional encoder representations
from transformers (Deep-BERT) to recognize offensive texts in both monolingual and multilingual
languages. Their research looked into a range of techniques to address multilingualism, sentiment
analysis based on translation and cooperative multilingualism.

Rahaman et al. [7] proposed a deep learning-enabled SA (DLNLP-SA) approach for sarcasm
categorization. Their suggested DLNLP-SA approach was designed to identify and categorize the
presence of sarcasm in input data. A full set of simulations were carried out using the benchmark
dataset, and the results demonstrated superiority over previous methodologies. In a related study,
Bimantara et al. [20] gathered reviews of the BRImo application from the Google Play store, examining
favorable reviews to bolster the app’s benefits and negative reviews to pinpoint the app’s shortcomings
that might undermine its competitiveness. The study’s experimental outcomes demonstrated the
significance of sentiment analysis in decision-making. Finally, by using both machine learning and
deep learning techniques for the catastrophic moments, Demirci et al. [21] generated sentiment
analysis, also known as opinion mining, using the information on the coup attempt that occurred
on 15 July 2016, in Turkey.

3 Materials and Methods

Many people today use multimedia tools like Twitter (now X), Facebook, Instagram, and many
others to express their ideas on social media. The concept of natural communication [22], which
includes multimedia and Natural Language Processing (NLP) [22,23], has emerged as a result of
technological innovation. As shown in Fig. 1, social media feeds, such as Tweets, are gathered based
on particular search criteria. The dataset is received as input and will be annotated and pre-processed.
Multiple features are extracted in the preprocessing stage. This study takes into account how people felt
and expressed themselves in relation to the flash flood in the Indian city of Uttarakhand. On 16 June,
a flood flash occurred in Uttarakhand. Fig. 1 shows the framework for the sentiment analysis (SA)
and machine learning (ML) methods. The search terms on Twitter’s microblogging platform were the
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hashtags “Uttarakhand flash flood,” along with “flooding,” “Uttarakhand,” and “landslides.” The
hashtags were used to collect the tweets using the Python snscrape module.

Figure 1: Framework of the study

The acquired data was then annotated to include target labels for the machine learning model’s
training. Preprocessing the data is the next phase, which converts raw data into a format that computers
and ML can comprehend and analyze. The text cleaning, stemming and lemmatization, tokenizing,
stopword removal, and feature selection were carried out during the preprocessing using the RStudio
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software. We did text feature representation and selection, choosing the most reliable characteristics
that accurately describe a text and can be used to effectively and accurately predict the sentiment class
of the text. The bag of words technique, which gathers words or attributes from a sentence, document,
website, or other sources, and then categorizes them based on how frequently they are used, has been
used by us. To assess the sentiment in each data sample, the polarity of each tweet is computed. To
create the predictive machine learning algorithm, the data was divided into training and testing sets.
Using various evaluation indicators, the random forest (RF) algorithm’s accuracy was assessed. The
findings of machine learning and the data’s user sentiment were then compared.

3.1 Data Collection

To acquire Twitter data, the snscrape Python package was utilized. The hashtags #uttarakhand,
#flooding, #landslides, and #flood were used to filter all of the tweets available between 17 June 2013,
and 31 August 2013. Since the flash flood only affected the city of Uttarakhand in India, our attention
was heavily concentrated there. Tweets related to the Uttarakhand flash flood were collected using the
Twitter (now X) API, focusing on a specific time frame around the disaster event. Keywords and
hashtags such as “#UttarakhandFlood” and “#UttarakhandDisaster” were employed to filter related
tweets. The search criteria were able to accumulate a total of 1106 tweets. Before preprocessing, sample
tweets that were gathered from Twitter are shown in Table 1 below.

Table 1: Sample tweets from Uttarakhand flood before preprocessing

Tweets

‘Uttarakhand CM says: Uttarakhand CM Vijay Bahuguna on Friday critic... http://t.co/
nZUaKq7Z6v#News’ (accessed on 10 August 2024)
‘Following the recent flash floods in Uttarakhand
the supreme court has recently ordered a blanket ban on the... http://t.co/MQbMzEy9gR’
(accessed on 10 August 2024)
‘@chetan_bhagat @BDUTT “How do you feel after being raped by floods”—Media reporters
asking people caught in Uttarakhand Flash Floods.’
‘A group of 67 renowned artists came together to collect donations for the rehabilitation of
#Uttarakhand flash flood victims and their families’

3.2 Annotation of Dataset

Data annotation is the process of adding classifications, labels, and other contextual features
to a raw data gathering so that the information may be interpreted and utilized by computers. In
order to help our ML system understand and identify the meaning-based organization of common
phrases and other textual data, we focused on sentiment annotation in this study, adding labels and
instructions to the tweets. Sentiment annotation allows ML to discern texts’ deeper meanings beyond
their literal meaning [24]. By calculating polarity, the labeling process seeks to categorize tweets as
positive, negative, or neutral. The dataset contains two columns (tweets and analysis). Coarse-grained
sentiment (positive and negative) is used in dataset annotation to offer a comprehensive overview of
sentiment patterns, making it easier to identify and evaluate general attitudes [25]. Eq. (1) below shows
the polarity calculation of the tweets.

http://t.co/nZUaKq7Z6v#News
http://t.co/nZUaKq7Z6v#News
http://t.co/MQbMzEy9gR
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fm =
{

f(posScore), if f (posScore) ≤ f (negScore)
−f(negScore), otherwise (1)

where the absolute maximum of the two scores is calculated by fm. By definition, the f(negScore) is
always positive. To create the ultimate priority polarity, which goes from −1 to 1, the negative sign is
used. Table 2 shows some tweets after annotating the data.

Table 2: Sample tweets from Uttarakhand flood after annotation

Tweets Analysis

The killer flash floods and landslides in uttarakhand have taken a heavy toll of
life and property several httptcorilihhcvwh

Negativity

Uttarakhand rest houses swept away in flash floods Neutral
Children some have lost family members and many httptcoxvezpfs Positive
Uttarakhand rest houses swept away in flash floods thousands feared dead
httptcobixhfqujfo

Negativity

News india flash floods in uttarakhand status report of mohfw activities as on
httptcoqsuqap

Neutral

The killer flash floods and landslides in uttarakhand have taken a heavy toll of
life and property several httptcorilihhcvwh

Negativity

3.3 Preprocessing of the Dataset

In order to improve the classifier’s performance and hasten the classification process, we reduced
the text noise. Tweets were filtered to exclude retweets, non-English tweets, and those without
relevant keywords through filtering. The text was tokenized into individual words. This enabled real-
time sentiment analysis and machine learning. Online writings frequently include distracting and
uninformative elements like Hypertext Markup Language (HTML) tags, scripts, uniform resource
locator (URL) links, and advertisements [26].

The RStudio software was used to preprocess the data. RStudio is an open-source, free software
package. In our preprocessing methods, the following processes are performed to extract features that
stand for positive, negative, or neutral opinions. Some ways for cleaning online texts (tweets) are
turning all letters lowercase, eliminating punctuation, digits, stop words, links (HTML and URL),
stemming, decreasing white space, and feature selection. The pre-processing is defined in Eq. (2).

Yij = TXik (2)

such that: (i) Yij conserves the “valuable information” in Xik, (ii) Yij removes an error in Xik has at least
one bug, and (iii) Yij is worth more than Xik. The relation above has the following values: i = 1, ..., n;
n = number of objects; j = 1,..., m; m = number of features after preprocessing; k = 1, ...; l = number
of attributes/features prior to preprocessing; and, generally, m �= l.

Words were reduced to their base or root form (e.g., “flooding” to “flood”). The cleaned and
processed text data was converted into a numerical format using the Term Frequency − Inverse
Document Frequency (TF – IDF) technique. Eq. (3) below presents the feature selection:

TF − IDF = FF ∗ log (N|DF) (3)
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where N is the number of documents, and DF is the number of documents containing the feature.
FP assigns a value of 0 or 1 depending on whether the feature is absent or present in the document.
Sample tweets after data preprocessing are summarized in Table 3.

Table 3: Sample tweets from Uttarakhand flood after preprocessing

Tweets

A total of people from uttarakhand have been listed as having lost their lives in the flash floods that
hit httptcosdrohcww
Uttarakhand rest houses swept away in flash floods
Lol road minister oscarfernandes majority of roads and bridges damaged by flash floods in
uttarakhand to be repaired by september
Uttarakhand rest houses swept away in flash floods thousands feared dead httptcobixhfqujfo
Uttarakhand floods cracks found in parts of kedarnath temple its been a month since the
devastating flash f httptcocssrpbrtx
A total of people from uttarakhand have been listed as having lost their lives in the flash floods that
hit httptcosdrohcww

3.4 The Random Forest Algorithm

The polarity (analysis) of the tweets was determined using the machine learning method random
forest (RF). The RF is a collection of decision trees, each with its variable space broken into a smaller
subspace, providing data that is as uniform as possible throughout each zone [27]. In order to boost
the accuracy of the regression, the RF fits a variety of decision trees using subsamples from the entire
data set. It is predicated on the idea that distinct independent predictors forecast inadequately in
various contexts, and that total prediction accuracy may be increased by integrating the independent
predictors’ prediction outcomes. RF was chosen for its ability to handle high-dimensional data and
prevent overfitting via ensemble learning. RF successfully manages missing values, provides insights
on feature relevance, and regularly achieves high classification accuracy [28], making it perfect for
the complex, real-world datasets in our study. The RF classifier is a component of this model, and
its performance is enhanced by other sophisticated NLP approaches used in the study. The major
goal of the study is to give practical insights into public mood during the Uttarakhand disaster.
The RF classifier’s demonstrated efficiency and accuracy assure consistent results [29], making it
an appropriate solution for real-world disaster management and response applications. RF strikes
a compromise between performance and computing economy [30], making it ideal for the study’s goal
of accurately evaluating public opinions during the Uttarakhand disaster. Eq. (4) represents the RF
algorithm.

f̂ = 1
N

∑N

i−1
fi(x′) (4)

To forecast the outcome for x′, we may take the average of all the trees fi that correspond to x′.

3.4.1 Evaluation Metrics for the Machine Learning Classifier

Evaluation metrics are vital for ML models to evaluate and monitor the performance and accuracy
of their predictions [31]. The random forest (RF) algorithm accuracy was evaluated against three
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different evaluation metrics namely, root mean square error (RMSE), mean square error (MSE), and
mean absolute percentage error (MAPE). The mathematical equation of the metrics is represented in
Eqs. (5)–(7) below.

RMSE =
√

1
n

∑n

i=1
(yi − ŷi)2 (5)

MSE = 1
n

∑n

i=1
(yi − ŷi)

2 (6)

MAPE = 100
n

∑n

i=1

∣∣∣∣yi − ŷi

yi

∣∣∣∣ (7)

where the total number of observations are n, ŷ is the predicted rate and yi is the actual rate.

4 Experimental Results

This section presents the results and findings from sentiment analysis (SA) and machine learning
(ML) classifiers, as proposed in the framework (Fig. 1). In-depth analysis of the various NLP models,
thus, sentiment analysis and machine learning are presented in the following subsections.

4.1 The Sentiment Analysis Classification

The flood in Uttarakhand happened on 16 June 2013. Data on the floods in Uttarakhand
were gathered between 17 June and 31 August 2013. A total of 1106 tweets were gathered. After
preprocessing, sentiment analysis was performed on the text data (tweets). To determine word
frequency in our text data (tweets), we created a term document matrix (TDM). Fig. 2 shows the
word frequency from our Twitter data.

Figure 2: Word frequency of the text tweets

Fig. 2 shows that the words “flood,” “Uttarakhand,” and “flash” were the words that were most
often used in our text data (tweets), with 1000, 990, and 980 mentions, respectively. Additionally, the
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word cloud was used to visualize how words are distributed across the dataset. The most used terms
reveal how user opinions regarding the flood changed on Twitter over the research period (Fig. 3).
The primary goal is to analyze any trends that may be detected from the frequency of terms in our
Twitter data. The word cloud picture demonstrates that numerous instances of the words “flood” and
“flash” were found alongside the search term “Uttarakhand.” These words highlight how the calamity
affected people.

Figure 3: Word cloud of the text data (tweets)

As “government,” “state,” and “people” were among the most frequently used words on Twit-
ter, some individuals once more emphasized the vital responsibilities that these three entities per-
formed during the crisis. On the other hand, it should be highlighted that the word “people” might
also refer to the afflicted individuals that Twitter users were discussing. The sentiment scores are
summarized in Fig. 4.

The sentiment ratings in our text data (tweets) were determined using the following phrases:
anger, disgust, fear, sadness, joy, surprise, trust, negative and positive. Sentiment counts more on fear
followed by negative, positive, sadness, anger, trust, and anticipation. People were unhappy about the
incident, which is a reflection of how people feel when a calamity hits, as evidenced by the fear and
negativity rates. It was clear from the tweets that individuals expressed their sympathy. The magnitude
of the “anger” and “sadness” sentiment scores also reveals the peoples’ emotional states. It must be
emphasized that, fine-grained emotion labels provide a more precise comprehension of the individual
emotions portrayed, increasing the depth and richness of the study. The sentiment analysis is evaluated
using the identification of sentiment scores, and the time complexity for doing the analysis was 31 s.
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Figure 4: Sentiment ratings from tweets

4.2 Performance of the ML Classifier

The preprocessed data was divides into training (70%) and testing (30%) sets. The random forest
(RF) algorithm was used to build a predictive model. The RF uses subsamples of the data set to
fit a collection of decision trees and then combines the results to increase regression accuracy. We
set a baseline accuracy to check proportion of the labels in the target variable to evaluate the RF
model accuracy. Based on our dataset, our target variables are neutrality, positivity, and negativity.
The obtained baseline accuracy was 84.56 percent. When compared to the baseline accuracy, the RF
predictive model had an accuracy of 98.10 percent. The RMSE, MSE, and MAPE metrics were used
to evaluate the random forest model. The accuracy and other evaluation metrics are summarized
in Table 4.

Table 4: Accuracy and evaluation metrics scores of the ML classifier

Evaluation metric Score

Accuracy (%) 98.10
RMSE 0.4696
MSE 0.2205
MAPE 0.0926

The outcome reveals that the accuracy score for the RF classifier is 98.10 percent. When compared
to the works of Demirci et al. [21] and Behl et al. [16], which similarly used a random forest model
classifier on text (tweets) data, our model had a greater accuracy.
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5 Discussion and Ground Truth

The goal of this study was to investigate trends that may be inferred from the collected Twitter
(now X) dataset. The study shows that the majority of the tweets were unfavorable, which reflects
the general dissatisfaction of the population with the Uttarakhand flash flood. The sentiment scores
also reflect the level of dread among the populace and the contributions made by the government,
state, and general public during the crisis. According to our study, social media sentiment analysis
during times of natural or human calamity may aid in boosting the number of human rescues.
Additionally, the training dataset and test dataset of the paper’s sentiment analysis of Indians are
analyzed. Python package, snscrape, is used to extract the dataset. Using particular search terms, the
tweets were extracted. The extracted data underwent data annotation and preprocessing in natural
language processing (NLP). After preprocessing, we ran sentiment analysis on our dataset. Based on
the word cloud and word frequency, our findings revealed that terms like “Uttarakhand,” “flood,” and
“flash” were most frequently used. To emphasize the individual efforts made during the tragedy, other
words like “government,” “state,” and “people” were also used. Furthermore, the study employed
machine learning techniques on the data. A predictive model was created using the random forest
classifier and compared to related works that employed text (tweets) data. On the dataset, the random
forest classifier did reasonably well. The study is the first of its type to consider this approach on
the Uttarakhand dataset using a hybrid framework. Only English-language tweets were taken into
account in this study. The findings of the study were compared with other state-of-the-art in terms of
evaluations and it outperformed in all evaluations as summarized in Table 5 below.

Table 5: Comparison of the study with state-of-the-art

Study Language Approach Accuracy score (%)

Mashraqi et al. [32] Arabic Deep learning (DL) approach 96.19
Motwakel et al. [33] Arabic DL approach 95.56
Algarni [34] English DL and sentiment analysis (SA) 96.58
Chouhan et al. [35] Hindi Machine learning (ML) and SA 96.89
The proposed model English ML and SA 98.10

It can be emphasized that, our study presents a novel approach of both machine learning and
sentiment analysis which are artificial intelligence models in evaluating tweets. The findings surpassed
state-of-the-art in terms of accuracies and approaches (Table 5). As compared to the study that
employed both DL/ML and SA, our study performed better in terms of accuracies with substantial
scores and significant error scores.

Sentiment analysis enables constant monitoring of public emotions and worries, identifying early
signs of discomfort or panic. This real-time data can assist emergency responders in more efficiently
allocating resources, prioritizing locations with high negative sentiment or urgent requirements.
Furthermore, the study allows disaster management organizations to customize their communication
tactics. Positive reinforcement may be applied toward regions of fear or negativity, increasing public
compliance with safety measures and instilling a sense of confidence among impacted groups. The
study also aids in policy creation, since reoccurring unfavorable views regarding certain disaster
response features might suggest opportunities for policy reform. The sentiment data also aids in
detecting possible regions of disturbance or noncompliance, allowing for proactive intervention to
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improve public safety. For example, if a study reveals that evacuation processes are becoming increas-
ingly frustrating, authorities might act with greater help and clearer information to reduce hazards.
The use of sentiment analysis in catastrophe management facilitates data-driven decision-making.
By connecting emergency response methods with the public’s real-time demands and emotions,
authorities can improve disaster management initiatives’ overall efficacy and responsiveness. The use
of sentiment analysis and machine learning in social media data not only provides a great tool for rapid
disaster response but also adds to the continuous development of disaster management practices and
policies.

6 Limitations of the Study

Only English-language tweets were taken into account in this study. Due to the possibility of
omitting crucial information from tweets written in other languages, there may be some bias in our
analysis. One significant drawback is the emphasis on English-language tweets. Social media is a
worldwide platform, with people talking in a variety of languages. Excluding non-English tweets may
result in the loss of a wealth of essential information and various views. This language bias might slant
the study toward attitudes and opinions shared by English-speaking users, who may not reflect the
entire impacted community.

The data collecting technique included utilizing certain keywords and hashtags linked to the
Uttarakhand flash flood. This strategy may add sampling bias because it relies on users using these
terms in their tweets. Users who do not utilize these exact phrases, even when discussing the tragedy,
will be removed from the study, potentially missing vital attitudes and information. Additionally, the
study is limited to a single time period, which may not reflect the changing nature of public mood
prior to, during, and following the event. This temporal bias may impair the accuracy and usefulness
of sentiment analysis. Recognizing and overcoming these constraints would considerably improve the
robustness and credibility of social media-based sentiment analysis in disaster management.

7 Conclusion and Future Works

This study provided a framework for analyzing public debate and responses on Twitter (now
X) regarding the 2013 flash flood in India’s Uttarakhand region. To forecast opinions/sentiments
from the gathered tweets, sentiment analysis (SA) and machine learning (ML) approaches for natural
language processing (NLP) were used. The majority of Twitter (now X) users expressed fear and
negativity in response to the disaster in Uttarakhand. A few decision-generation systems were also
produced by our machine learning classifier by attributing the unfavorable sentiments in the provided
dataset. Our random forest method surpassed other similar efforts that took into account text (Twitter)
data with a prediction accuracy of 98.10 percent. These findings can be a useful tool for assisting
relevant authorities, organizations, and policymakers in anticipating the best course of action to take in
order to mitigate any potential tragedy. In order to increase public trust and confidence in authorities,
institutions, and legislators, disaster management involves quick responses to public concerns.

Future studies might look at analyzing vast amounts of data using the proposed framework to
train models and comparing the models with machine learning and other deep learning techniques
such as the artificial neural network (ANN), support vector machine (SVM), and convolutional
neural network (CNN). In order to produce sufficient decision-generation systems, these models
would conduct sentiment analysis. It must be emphasized that the proposed framework is not just for
disasters, however, can be utilized in evaluating and adjusting the suggested methodology to forecast
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several other real-world occurrences, including pandemics, policies, market events, cyberattacks, and
fraud detection.
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