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ABSTRACT

Wind power prediction is very important for the economic dispatching of power systems containing wind power.
In this work, a novel short-term wind power prediction method based on improved complete ensemble empirical
mode decomposition with adaptive noise (ICEEMDAN) and (long short-term memory) LSTM neural network is
proposed and studied. First, the original data is prepossessed including removing outliers and filling in the gaps.
Then, the random forest algorithm is used to sort the importance of each meteorological factor and determine
the input climate characteristics of the forecast model. In addition, this study conducts seasonal classification of
the annual data where ICEEMDAN is adopted to divide the original wind power sequence into numerous modal
components according to different seasons. On this basis, sample entropy is used to calculate the complexity of each
component and reconstruct them into trend components, oscillation components, and random components. Then,
these three components are input into the LSTM neural network, respectively. Combined with the predicted values
of the three components, the overall power prediction results are obtained. The simulation shows that ICEEMDAN-
SE-LSTM achieves higher prediction accuracy ranging from 1.57% to 9.46% than other traditional models, which
indicates the reliability and effectiveness of the proposed method for power prediction.
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Nomenclature

Acc Accuracy

BP Back propagation

EMD Empirical mode decomposition
GA Genetic algorithm

IMF Intrinsic mode functions
LSTM Long short-term memory
MAE Mean absolute error

RF Random forest

RMSE Root mean squared error
RNN Recurrent neural network
SE Sample entropy
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1 Introduction

With the emphasis and efforts on environmental protection and the transformation of traditional
energy structures, the scale of wind power grid integration is rapidly expanding. However, the inherent
volatility and randomness of wind power bring severe challenges to wind power grid integration.
Therefore, accurate prediction of wind power efficiency is of great significance to properly arrange
system backup, thus ensuring stable operation and improving the economic benefits of power grids
[1-4].

Nowadays, worldwide scholars and engineers have carried out in-depth research on wind power
prediction and achieved remarkable results. With the development of wind power industry, the configu-
ration of wind farms has gradually changed from distributed distribution to regional distribution [5-7].
The references available suggest that meteorological observation points adjacent to renewable energy
stations can also provide valuable information [8—10]. With the rise of artificial intelligence, methods
such as neural network and deep learning have demonstrated satisfactory capabilities in mining data
features and processing data [11,12].

In reference [1 3], an improved aggregated probabilistic wind power forecasting framework based
on spatiotemporal correlation is developed to forecast wind power intervals, but high dimensional
matrices are involved in the spatiotemporal modeling, which results in additional computational
burden. Reference [14] proposed a short-term interval prediction method based on variational mode
decomposition and phase correlation vector machine, whose prediction result strictly depends on the
selection of kernel function. In reference [15], a bootstrap resampling method is used to construct
pseudo-samples to obtain the predicted power error interval, which needs to process a large amount
of data that might lead to a long computation time. Reference [16] estimated the error distribution
function of sensitive meteorological factors and proposed a Monte-Carlo random sampling method
to obtain the interval prediction results, which need to be supported by meteorological data. Reference
[17] carried out fuzzy informatization of noise components and established a wind speed interval
prediction model based on an extreme learning machine, but its time-series memory ability is not
strong. With the extensive application of deep learning, its advantages in temporal memory and feature
mining of data have been revealed.

Since there are many factors affecting wind power output, it is difficult for a single model to
cover all the factors, such that its prediction results tend to be considered uncertain to some extent.
Therefore, some scholars have combined the predictions of multiple models, which can be categorized
into weighted combination prediction and fusion combination prediction [18]. Based on the idea
of ensemble learning, references [19,20] carried out weighted summation of prediction results from
multiple same or different networks to obtain the final prediction results. However, due to overfitting,
excessive integration time leads to a decrease in accuracy. Reference [21] combined convolutional
neural network and radial basis neural network together, and adopted a double-layer Gaussian kernel
as kernel function to improve the fitting ability of the network. However, this method needs to be
supported by more (or at least the same size) sampled input data from different meteorological
stations to obtain more accurate day-ahead forecasting. Therefore, it is necessary to develop a data
preprocessing algorithm that can eliminate the negative impact of outliers and spurious data on
prediction performance. Based on the aforementioned discussion, a short-term wind power forecasting
method based on improved complete ensemble empirical mode decomposition with adaptive noise
(ICEEMDAN) and (long short-term memory) LSTM is proposed in this work to address the existing
shortcomings of individual methods. First, the random forest algorithm is employed to screen the most
important meteorological factor. Secondly, ICEEMDAN is utilized to decompose the original wind
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power series into multiple modal components, and sample entropy (SE) is used for reconstruction.
Finally, LSTM is adopted to carry out the wind power prediction.

The remainder of this work is organized as follows: Section 2 introduces the data preprocessing
of wind power data. Section 3 describes the mechanism of wind farm data decomposition and
mode function reconstruction. Section 4 illustrates the wind power prediction model under seasonal
classification. Section 5 presents a detailed analysis of the simulation results. Finally, Section 6 presents
several critical conclusions and perspectives.

2 Wind Power Data Preprocessing of Outliers

Wind power measurement data can be regarded as a set of time series with random fluctuations,
while the original time series data may have a large number of outliers or defects caused by extreme
weather, erroneous records, or sensor failures. These data will directly affect the training stage of the
prediction model, thereby affecting the prediction performance of the model. The preprocessing of
defect data is the fundamental step for wind power prediction. In addition, the original historical
information of wind farms includes wind speed, wind direction, temperature, air pressure, atmosphere
humidity and other related meteorological information and historical power data. However, excessive
feature inputs do not necessarily mean higher prediction accuracy, on the contrary, they may negatively
affect the precision of the prediction model. Therefore, it is necessary to screen the historical
meteorological features based on the sufficient and proper utilization of historical information to
avoid redundant input data and reduce the computational complexity of the prediction model. The
uncertainty of wind power mainly comes from three aspects: meteorological factors, electric energy
production, and electric energy transmission. The uncertainty of the prediction model should be
considered in the wind power prediction as well.

Wind energy resources are very sensitive to weather changes. Meteorological information such as
wind speed, wind direction, pressure, and temperature at different heights may have varying degrees
of impact on wind power output. The meteorological factor itself has uncertainty, which affects the
fluctuation of wind power. Numerical weather prediction (NWP) data is future meteorological data
calculated based on atmospheric motion, which inevitably brings errors that are difficult to eliminate.
In view of this, considering the fusion of multi-source and multi-type NWP data is an effective
method to reduce the uncertainty of meteorological factors. The outputs of wind turbines are not only
related to meteorological conditions, but also to their own running state and operating conditions.
For example, under the same wind conditions, the output of wind turbines will vary depending on the
state of the turbine. In addition, human factors in wind farms also affect the output level, meanwhile,
personnel scheduling and decision-making in wind farm operations will also bring inestimable power
uncertainty. For wind farm output prediction, it is crucial to build a model to estimate future output
power value, so the influence of the model forecasting ability on the prediction results cannot be
ignored. If the model assumptions used in the prediction are not reasonable, or the selection of a
function relationship that maps future power is not appropriate, some uncertainty tends to be added
to the prediction results. Whether using simple linear models to solve nonlinear problems or using
complex nonlinear models to solve simple linear problems, it will reduce the precision of wind power
prediction and bring great uncertainty to the prediction results.

The data used in this work is collected from the field test data of a wind farm in Hami, Xinjiang.
The collected historical wind power data package includes wind speed, wind direction, temperature,
atmosphere pressure, humidity, wind power, and six related variables. The height of data measurement
includes 10, 30, 50 m, and hub height, and the time resolution is 15 min. A total of 35040 data samples,
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including missing values, were collected from 0:00 on January 01, 2019, to 24:00 on December 31,
2019. The rated capacity of the wind farm station is 201 MW. The annual wind power curve is shown
in Fig. 1. As can be seen from Fig. 1, wind power has strong intermittent fluctuation characteristics,
which will bring great difficulties in direct prediction.
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Figure 1: Scatter diagram of annual wind power

2.1 Outliers Data Processing

The quality of the original wind power data directly influences the prediction accuracy. A large
number of wind farms are prone to abnormal data due to equipment and communication problems. If
the abnormal data is not properly processed, it will bring great error to the prediction result. Therefore,
itis necessary to carry out outlier tests, missing value filling, and data transformation of measured data
before prediction. The wind power prediction data should not exceed the limit value, that is, the power
value should not be less than zero. If it is less than zero, the wind speed may stop the unit because the
wind speed is lower than the cut-in value or higher than the cut-out wind speed, resulting in power
backdraft. In the experimental data used in this study, a small amount of data is lower than zero, even
if the value is very small, it should still be discarded in the prediction.

Due to random failures of wind turbines, scheduled maintenance, communication signal inter-
ruption, and other reasons, most of the historical data recorded by wind farms are partially missing,
resulting in low-quality original data, which brings great difficulties to accurate prediction. Therefore,
it is necessary to process the missing value before prediction. The types of data loss can be divided
into individual deletion, small deletion, and large deletion. The missing value can be filled according
to the average power before and after the missing position. A small amount of missing data can be
completed by interpolation method, and the completed data values are determined by
X. — X,
—— (1)

where X, is power value of the (i + i,)th sampling point; X;, X;,; and X,
(i 4 i))th, i,th sampling point.

A/Hio:)(i'i_ i
1

are the values of the ith,

A large number of data blocks may be lost due to scheduled maintenance or equipment failure.
To supplement a large amount of missing data, the data values of nearby wind farms in the same time
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period can be referred to. If the data values of the nearby wind farms in the same period are very
different, the missing data blocks for that time period will be deleted.

The meteorological conditions of nearby wind farms within the same time period have relatively
small differences, and the errors basically meet the requirements. Direct deletion will result in the loss
of training samples and a decrease in prediction accuracy. In contrast, using the data of nearby wind
farms in the same time period can ensure the integrity of model training data and obtain more accurate
prediction results.

To improve the convergence speed during training after the processing of abnormal data, the
historical data of wind farm is normalized according to the following formula:

X* - (X - Xmin)/(Xmax - Xmin) (2)

X = X* * (Xmax - Xmin) + Xmin (3)

where X,;, is the minimum power value; X,,,, is the maximum power value; X* is the power value after
normalization; X is the power value inverse after normalization.

2.2 Feature Extraction Based on Random Forest Algorithm

Rough set, mutual information, and Pearson coefficient are common methods for feature selection
of wind farm historical data. Most of these methods are extracted by analyzing the information
entropy and correlation coefficient between meteorological characteristics and wind power. The
quality of input data has a great influence on the result of feature extraction [22].

Random forest (RF) is a bagged algorithm based on a decision tree classifier. In feature engi-
neering, important features can be extracted from random forests according to the impact of input
features on prediction or classification results. Compared with the correlation coefficient and mutual
information methods, random forest is less affected by noise data. The data in the random forest that
does not participate in the construction of the training set of the decision tree is called the out-of-pocket
data of the tree. If the number of RF decision trees is n, then the model training process can be described
as follows: First, the out-of-pocket error rate e,; of each decision tree is calculated according to the
out-of-pocket data which can be expressed by Eq. (4). Then, keeping the characteristics of sample
unchanged, random change the jth variable v, outside bag, and finally calculate the new out-of-pocket
error rate e,;’, so that the importance value M (v;) of characteristic variables of v; is calculated by
Eq. (5).

lerr
Cmii = T (4)

L

1 N
M) =<2 (ew' = em) (5)

where i, is the amount of prediction errors; i, is total number of samples; N represents total
meteorological features. The accuracy decreases with the decrease of M (v;), and the more the accuracy
decreases, the more important the meteorological feature is.

The experimental data used in this study is the measured data collected from a wind farm in
Xinjiang. After removing abnormal data, the number of total wind power data samples is 34520, and
the data resolution is 15 min. Take the data of the first month as an example to analyze the importance
of meteorological characteristics to wind power output. Data set partitioning has a certain impact on
RF results. After many experiments of partitioning different data sets, it is concluded that the model
works best when 70% data of the data set is used for training and 30% is used for testing. The number
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of RF decision trees is 700 and the number of node candidate features is 4. The descending order of
the importance results of each feature is shown in Table 1.

Table 1: Ranking of importance of meteorological features

Feature Importance  Feature Importance  Feature Importance
degree degree degree
Wind speed (hub  0.1287 Wind speed 0.0897 Wind direction  0.0826
height) (10 m) (30 m)
Wind speed 0.1094 Humidity 0.0872 Wind direction  0.0804
(50 m) (10 m)
Wind speed 0.0923 Wind direction  0.0845 Atmospheric 0.0683
(30 m) (hub height) pressure
Temperature 0.0902 Wind direction  0.0836
(50 m)

Note: “m” means meters.

As can be seen from Table 1, wind speed at the hub height has the greatest impact on wind power
output and the highest correlation, while atmospheric pressure has the smallest impact on wind power
output and the lowest correlation. The final selected meteorological features are wind speed at hub
height, wind speed at a height of 50 m, temperature and wind speed at a height of 10 m.

The prediction of wind power is influenced by multiple factors, and different factors have varying
degrees of impact on the accuracy of the prediction model. According to their importance, wind speed
has the greatest impact, followed by temperature, humidity, wind direction, and air pressure.

3 Wind Farm Data Decomposition and Mode Function Reconstruction

3.1 Decomposition of Wind Outputs Data Based on ICEEMDAN

ICEEMDAN, whose principle is different from empirical mode decomposition (EMD), utilizes
the intrinsic mode functions (IMF) decomposed by the empirical mode decomposition method to solve
the problem of residual noise and pseudo-modes. ICEEMDAN not only solves the problem of mode
aliasing but also greatly reduces the residual noise in IMF. Besides, it has excellent decomposition and
feature extraction ability for components of different scales contained in wind power time series. The
basic steps for decomposing the power output of a wind farm using ICEEMDAN are as follows:

(1) x is assigned as the original wind power time series, and special noise E,(w') is added to x, as
shown in the following equation:

X'=x+a,E.(W) (6)
where «, is the iterative expected signal-to-noise ratio in the first decomposition; E,(-) means the k-

order mode function decomposed by EMD; w' represents the ith group white noise contributing to
decomposition; x' is the wind power time series with the ith group special noise;

(2) Compute the residual error r, of the first decomposition as following equations, and the mode
function d, is obtained by subtracting the residual from the original wind power rate time series x:

1 1 .
ry = 7 + Zi=1 M (X + o By (Wl)) (N
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d=x—r (®)
where M(-) denotes an operator that generates the local mean of a signal; I represents the number of
white noise groups;

(3) Continue to add the white noise signal, calculate the second residual r,, and obtain the second
order mode function d, of the original power time series, as follows:

1 1 :
n=g+ Zf:l M (1 + o, Es (w')) )
dy=r—rn (10)
(4) Similarly to step (3), calculate the kth residual error and mode function, as follows:
1 1 :
r= 7 + Zl_:l M (rk,1 + a, E;, (w’)) (11)
de =1 — 1y (12)

(5) Repeat step (4) until the maximum number of iterations is reached or residuals can no longer
be decomposed.

3.2 Wind Power Mode Function Reconstruction Based on Sample Entropy

If all the modal components (i.e., IMFs) obtained from mode decomposition are directly predicted
separately, the calculation amount will be greatly increased and the correlation between the sub-
components will be ignored. The classification and reprocessing of correlated components can not
only shorten the computing time, but also highlight the characteristics of the same-type components.
Therefore, the entropy law of information theory is used to deal with the sub-components.

Sample entropy is an improved method to measure the complexity of time series based on
approximate entropy [23]. The lower the value of sample entropy, the higher the self-similarity and
the lower the complexity of the time sequence. Compared with approximate entropy, sample entropy
does not depend on data length and has better consistency. The formula of SE is given as follows:

B (r)] (13)

B"(r)

where L is the length of mode component; B™'(r) and B"(r) are the probability of matching m and
(m+1) points in the sequence under the tolerance r, respectively; in the actual scenario, m is the
dimension, which is usually assigned as 2; r is the tolerance, usually calculated as 10%~25% of the
standard deviation of the calculated data. In this study, r = 0.2SD.

Considering that there are too many subcomponents after decomposition, meanwhile, data
processing and training are both time-consuming all the decomposed subcomponents are modeled
and predicted directly, and SE is used to evaluate the complexity of each subcomponent. And then the
components with similar SE are reconfigured into three components: trend, oscillation, and random
components before the prediction.

Sampen (m,r,n) = —Ln |:
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4 Wind Power Prediction Model under Seasonal Classification

4.1 Seasonal Classification

Wind speed mutation is the main weather factor leading to power mutation [24]. The weather
system is an unstable dynamic system, which means under different meteorological conditions, wind
speed fluctuates differently, and the wind speed presents different change rules along with seasonal
changes. Analysis of its rules is helpful in improving the accuracy of wind power prediction. This work
defines five characteristic indicators, namely, mean value (u), variance (o?), variable coefficient (c,),
asymmetry coefficient (1,), and peak coefficient (1,), to measure the temporal characteristics of NWP
wind speed in different seasons.

1 n

p=- > X (14)
1 n

2 _ . 2

ot==2 (n—w) (15)

o=2 (16)
o
% Z?: (x; — M)3

= T (17)
1§S™ 4

Ay =2 2o (18)

o]

The statistics of characteristic indicators of the studied wind farm in different seasons are shown
n Table 2.

Table 2: Characteristic indicators of wind farm in different seasons

Volatility indicator ~ Spring Summer  Autumn  Winter
7 6.8932 5.6167 6.1032 7.2318
o’ 8.9371 5.7826 6.6952 7.9016
¢, 0.4718 0.4294 0.4628 0.4038
M 0.2794 7.3109 10.7138 1.3157
A 2.4168 3.4187 3.7153 2.9027

According to Table 2, the analysis is as follows: mean value (1) and variance (o?) are employed
to measure the central tendency and the degree of dispersion of data; the mean value (1) and variance
(o) in summer are smaller than seasons, which indicates wind speed is smaller and most concentrated
in summer; the mean value (1) of winter is the largest, and the variance (¢?) is relatively larger than
that in summer and autumn, which indicates that the winter wind speed value is larger and more
discrete. The wind velocity value and dispersion degree in spring and autumn are between that value
in summer and winter. Variable coefficient (c,) is used to measure the distribution of data form, i.e.,
the overall volatility of observed values. The variable coefficient (¢,) in winter is the smallest, followed
by summer, suggesting that these two seasons have relatively small changes based on average values



EE, 2023, vol.120, no.12 2769

and are generally relatively stable. However, the degree of variation in spring and autumn is significant,
indicating significant fluctuations in wind speed.

The asymmetry coefficient (1) is used to measure the asymmetry of data. As far as coefficient
Ay 1s concerned, there are significant differences between the four seasons. The skewness degree in
autumn is the largest, followed by summer, and the skewness degree in spring and winter is very small.
Moreover, A, of four seasons are all positive, indicating that spring and summer present obvious right-
side long-tail characteristics. There are more extreme values on the right side of the data mean, while
the skewness degree in autumn and winter is basically the same as that of Gaussian distribution, i.c.,
the data is basically concentrated near the mean.

Peak coefficient (1,) is used to measure the sharp degree of data. As far as coefficient A, is
concerned, the wind speed tendency in spring is the steepest with the highest and sharpest peaks,
while that in autumn is the smallest and smoothest. This indicates that the values of outlier data in
spring are more extreme with the highest peak, whereas in autumn, it is in the middle of summer and
winter. To sum up, the characteristic indices vary in different seasons, and wind speed fluctuations
exhibit different characteristics.

4.2 Introduction to Prediction Model

In this work, two representative models are used to perform wind power prediction. The back-
propagation (BP) network is usually used to deal with the input/output mapping relationship of
multidimensional data, but traditional BP networks have slow convergence speeds and are prone to
overfitting. To solve this, meta-heuristic algorithms offer an ideal tool to optimize the weights and
thresholds of the BP network, thereby improving the prediction and approximation capabilities of BP
neural network models. In this study, a genetic algorithm (GA) is selected to optimize the weight
threshold between each layer of the BP network model. The structure of the GA-BP network is
demonstrated in Fig. 2. In addition, the objective function of GA is the mean square prediction error
of the training data, which can be calculated as follows:

f=> w—vy (19)

where n is number of output nodes; ; is the expected output of the ith node of BP neural network; v,
is the predicted output of the ith node of BP neural network.

- ® + Y
[——
Desired

output

S
Input Layer ~ Hidden Layer ~ Output Layer

Figure 2: Structure of GA-BP network



2770 EE, 2023, vol.120, no.12

LSTM network model is a type of deep neural network. LSTM solves the long-term dependency
problem that recurrent neural network (RNN) cannot solve, that is, RNNs cannot learn long-distance
dependencies in input sequences [25]. Moreover, LSTM enables models to selectively memorize
effective data and delete invalid data, and solve the RNN problem of gradient explosion and gradient
disappearance.

For a given sequence x = (x;, X», ..., X,,), the iterative calculation of the RNN structure is shown
as follows:
h, Zfa(th * X, + Wy h_, + b)) (20)
yt == Why * ht + by (21)

where W is Weight coefficient matrix; b represents Bias vector; f, denotes activation function.

LSTM unit includes the state of the memory unit and three gate control structures: forgetting gate,
input gate, and output gate. Cell state is the pathway of information transmission, so that information
can be transmitted in the sequence all the time. Theoretically, the cell state can transmit relevant
information in the process of sequence processing all the time. As a result, earlier information can be
transferred to later units, thus overcoming the lack of short-term memory. The addition and removal
of information is accomplished through the gate structure, which has the function of judging and
selecting to retain or forget information during training. The overall cell structure is shown in Fig. 3.

Figure 3: Long short-term memory hidden layer cell structure

LSTM solves the drawback of gradient disappearance and inflating of RNN by introducing a
control gate, which makes the deep neural network developed in time easy to train. The forward
calculation process is described by

L=nWasxx,+Wysxh_,+W.xc_,+b) (22)
fi=nWysxxi+Wyxh_+ W, xc .+ by) (23)
¢ =fic,, +itanh(W . xx, + W, . xh_, +b,) (24)
oo=nWxx,+W,,xh_,+W,*xc +b,) (25)
h, = o, tanh(c,) (26)

where i denotes input gate; / denotes forgotten gate; ¢ represents cellular state; o is output gate; W
means the corresponding weight coefficient matrix; b is the corresponding offset term; n denotes
sigmoid activation function; tanh represents hyperbolic tangent activation function.
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4.3 Forecasting Framework Based on ICEEMDAN-SE-LSTM Method

Based on the aforementioned discussion, this work constructs a forecasting model of wind power
output based on seasonal classification. [CEEDAN wind power is used to decompose the wind power
into a limited number of IMF, and then SE is used to classify and reconstruct the obtained IMF
into three components. Then, the obtained components are input into LSTM to obtain the prediction
results of each Subsequence, and the prediction results of each Subsequence are stacked to obtain the
final prediction results. In the actual prediction process, the dataset suitable for LSTM model training
is first constructed, and the data of environmental factors and wind power at time (¢—1) are used to
forecast the wind power value at time ¢. The wind power prediction framework proposed in this work
mainly consists of four steps.

Firstly, the initial wind power historical data is processed as outliers, and then the annual
datasets are classified into seasonal types according to the seasonal characteristics, and the prediction
processing is carried out, respectively.

Secondly, ICEEMDAN is used for mode decomposition to address the non-stationary nature of
wind power time series and the impact of high-frequency strong non-stationary components generated
by traditional decomposition methods on prediction accuracy.

Thirdly, considering that there are too many sub-components after decomposition, the data
processing is time-consuming and the training time is too long, SE is used to analyze the complexity of
the obtained sub-components. The sub-components with correlation are reorganized into three groups
with typical characteristics, i.e., trend component, oscillation component, and random component of
wind power time sequence.

At the same time, the proposed model exists some limitations that can be further improved in
future research. For instance, ICEEMDAN-based data processing will increase the data dimension,
which leads to a longer prediction time for the data. Even if SE is used for sequence reconstruction,
the data dimension is still higher than that before ICEEMDAN processing. Meanwhile, the prediction
using LSTM is less effective for longer sequences and the prediction time is longer. In future research,
the aforementioned two problems will be further analyzed and solved.

At the wind power prediction stage, an LSTM neural network that can fully explore the charac-
teristics of time series is used for prediction, upon which wind power prediction curves under different
seasons are finally obtained.

5 Case Studies

This study takes the measured wind power data of a wind farm with an installed capacity of
201 MW in Hami, Xinjiang Province from January 01, 2019, to December 31, 2019, as an example to
analyze, and the sampling interval is 15 min. The annual data is divided into four groups based on four
seasons, i.¢., spring, summer, autumn and winter. The data collected on the last day of each season is
used as the test data, and the rest is used as the training sample. The training sample is used to build
the prediction model, and the test set is used to verify the prediction effect of the model.

To effectively assess the precision of proposed technique, this work chooses root mean squared
error (RMSE), mean absolute error (MAE), and accuracy (Acc) as evaluation criteria. Particularly,
RMSE, MAE, and Acc are calculated as following equations [7,8]:
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N
= (x N xm,l)z
Ervse = \/Z B pN (27)
N
_1 [ Xpr — Xy
EMAE = ZI_I | 5\7 | (28)

where N is the number of test sample; x,, represents the prediction value of wind generated power; x,,,
denotes the actual power value of wind plant.

5.1 Mode Decomposition and Reconstruction Results of Wind Power Data

Firstly, the ICEEMDAN method is used to decompose the wind data sequence of four seasons,
for example, the power sub-sequence components of each season are depicted in Fig. 4. The number of
IMF decompositions in the four seasons are 6, 8, 9 and 11, respectively. The fluctuation of each IMF is
different, that is, the IMF amount and waveform obtained after ICEEMDAN decomposition of wind
power data in different seasons are different. Through ICEEMDAN decomposition, different time
features of the initial power data in different seasons are extracted and reflected in different empirical
mode components.
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Figure 4: ICEEMDAN decomposition results of wind power sequence

In this study, the input power is decomposed into a power data sequence by ICEEMDAN,
and the decomposed sequence is classified and reconstructed by SE. Then, three components are
obtained, which replace the original power component as the input. As a result, wind speed, direction,
temperature, atmospheric pressure, humidity, and power components are used as inputs to the model,
while predicted power values are used as outputs.

Taking the IMF components reconstruction in the spring as an example, the order of the sub-
components obtained from ICEEMDAN decomposition is recorded as sub-components 1-6.

The reconstructed components can roughly reflect the development trend of the driving force;
Therefore, the reconstructed component is called the trend component. Similarly, sub-components 1
and 2 with similar sample entropy are reconstructed as random components, and sub-components
6 are taken as oscillatory components. The IMF components in summer are shown in Fig. 5b, and
the order of the sub-components obtained from ICEEMDAN decomposition is recorded as sub-
components 1-8. According to the sample entropy results in Fig. 5b, the sample entropy of sub-
components 1, 2, and 8 are very close and can be reconstructed as trend components. Similarly,
sub-components 4-6 with similar sample entropy are reconstructed as random components, and sub-

components 3 and 7 are taken as oscillatory components. The reconstruction results in autumn and
winter are shown in Figs. 5¢c and 5d.

From the sample entropy results in Fig. 5a, it can be seen that the sample entropies of sub-
components 3-5 are very close, indicating that their probability of generating new modes are basically
the same, and they can be reconstructed as one component for prediction. The reconstructed
component can roughly reflect the tendency of the original power; therefore, the reconstructed
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component is called the trend component. Similarly, sub-components 1 and 2 with similar sample
entropy are reconstructed as random components, and sub-component 6 is taken as the oscillating
component. IMF components under summer are shown in Fig. 5b, and the order of the sub-
components obtained by ICEEMDAN decomposition is recorded as sub-components 1-8. According
to the sample entropy result in Fig. 5b, the sample entropies of sub-components 1, 2 and 8 are close,
which can be reconstructed into the trend component. Similarly, sub-components 4-6 with similar
sample entropy are reconstructed as random components, and sub-components 3 and 7 are taken as
oscillating components. The reconstruction results of autumn and winter are depicted in Figs. 5¢ and

5d.
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Figure 5: Reconstruction result by SE

5.2 Results Analysis of Simulation Test

To demonstrate the effectiveness of the proposed model, a comparative analysis is conducted on
the performance of BP, GA-BP, LSTM, ELM, and the proposed ICEEMDAN-SE-LSTM method.
The GA-BP prediction model is a traditional prediction method employed to execute in parallel with
ICEEMDAN-SE-LSTM. Based on components reconstruction, the wind power prediction curves of
four seasons are shown in Figs. 6—9. Moreover, the prediction bias and accuracy of ICEEMDAN-SE-
LSTM and GA-BP methods are tabulated in Table 2.

All the simulation tests are carried out based on MATLAB R2021b on a personal computer, with
32 GB of RAM and Intel (R) Core (TM) i5-9500 CPU @ 3.00 GHz as the processor.
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Figure 7: Wind power prediction results in summer

Regarding the wind power prediction speed, the prediction time under all four seasons via this
proposed method takes within 3 min, i.e., 179.86, 177.15, 176.28, and 175.54 s, respectively. The
prediction generally aims at the output power of the next few hours or days, with a system data
collection rate of 15 min. Even for real-time prediction, the prediction time of the proposed algorithm is

still acceptable. Therefore, the running time of the proposed algorithm is able to meet the requirements
of short-term power prediction.

From the perspective of data input dimension, the proposed model only processes the input
power, while other inputs such as wind speed, wind direction, temperature, atmospheric pressure, and
humidity are not processed by ICEEMDAN and their dimensions remain unchanged. In addition,
the input dimensions are reduced by classifying and reconstructing the sequence using SE, which
reconstructs the sequence components into trend components, oscillation components, and random
components. Compared with other competitors, the increase in the input dimension of the proposed



EE, 2023, vol.120, no.12 2777

model is acceptable. In terms of running time, the prediction time for the four seasons achieves
desirable results that all fall within 3 min. Therefore, compared with other algorithms, the proposed
model has an increase in input dimensions, but its increase in model complexity is totally acceptable
from the perspective of prediction time. For power prediction model evaluation, prediction accuracy

is the first factor to be considered. Under the premise of acceptable prediction time, priority should
be given to models with high prediction accuracy.
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Figure 8: Wind power prediction results in autumn
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Figure 9: Wind power prediction results in winter

In spring, ICEEMDAN-SE-LSTM and GA-BP models both show poor prediction performance,
with RMSE of 8.57 and 7.09 MW, and MAE of 27.59 and 22.87 MW, respectively. The reason may
be that the dispersion degree of wind speed in spring is large and the fluctuation is violent, which
leads to the difficulty of prediction. In autumn, the RMSE and MAE of the ICEEMDAN-SE-LSTM
model are the smallest, with the value of 3.07 and 1.97, which might result from the value of wind
speed in autumn being small and concentrated near the mean value, and the fluctuation range is not
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large. LSTM model is suitable for processing such time series with one-way time correlation and stable
fluctuations. Due to the similarity in wind speed rhythms between summer and winter, the RMSE,
MAE, and Acc indicators of both methods are approximate values.

The number of IMF based on ICIEMDAN decomposition varies in each season, with 6, 8, 9,
and 11, respectively. The prediction accuracy for each season is 86.27%, 91.22%, 96.89%, and 91.91%,
respectively. Meanwhile, based on the analysis of the five characteristic indicators of mean, variance,
variable coefficient, asymmetry coefficient, and peak coefficient, the trend of spring wind speed is the
steepest, with the highest and sharpest peak value. The trend of autumn wind speed is the smallest
and most stable among the four seasons, while autumn and summer are relatively close and belong
to medium. The number of IMF reflects the complexity of sequence data to a certain extent, but the
results of power prediction are influenced by multiple factors, making it difficult to obtain a direct
correlation between the number of IMF and prediction accuracy.

According to the results shown in Table 3 and Figs. 6-9, for the same prediction model, the
prediction accuracy varies greatly among different seasons, with the best prediction results in autumn,
followed by summer, winter, and spring. To be more specific, the Acc of the ICEEMDAN-SE-LSTM
method in each season is 95.74%, 96.83%, 98.47% and 96.57%, respectively. In contrast, the Acc value
for each season using the GA-BP method is 86.27%, 91.22%, 96.89% and 91.91%, respectively. In
other words, the Acc of ICEEMDAN-SE-LSTM is higher than that of the GA-BP model ranging
from 1.57% to 9.46%, which proves that the proposed method shows higher prediction accuracy.

Table 3: Average prediction deviation of five prediction model under four seasons

Prediction Spring Summer Autumn Winter

model RMSE/ MAE/ Acc/% RMSE/ MAE/ Acc/% RMSE/ MAE/ Acc/% RMSE/ MAE/ Acc/%
MW MW MW MW MW MW MW MW

BP 2975 2378  85.20 18.59  14.11 90.75 1436 937 92385 33.53 2420 83.32

GA-BP 27.59 2287  86.27 17.64 1442 91.22 6.24 415  96.89 1625  11.01 91.91

LSTM 27.00  22.89  86.57 15.14  10.78 9247 1280  8.53 93.63 22.16 1626  88.98

ELM 3273 2597  83.72 21.83 1543 89.14 15.02  11.04 9253 3048  22.65 84.84

ICEEMDAN-  8.57 7.09 95.74 6.37 4.59 96.83 3.07 1.97 98.47 6.90 5.01 96.57
SE-LSTM

To verify the applicability of the proposed algorithm to data with different sampling rates, the
original spring datasets are recollected at different resolutions of 15, 30, 45 min, and 1 h. The resulting
data is predicted and analyzed using the data from the last day as the prediction dataset and the
remaining data as the training dataset.

The prediction results of spring data at four different resolutions in Fig. 10 and Table 4 show that
the proposed algorithm reached the highest accuracy, i.e., 95.74%, 94.19%, 93.96%, and 91.54% at
resolutions of 15, 30, 45 min, and 1 h, respectively. In general, the proposed method can achieve higher
than 91% accuracy under all four different resolutions, further validating its strong applicability and
high prediction accuracy.
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Figure 10: Spring wind power prediction results with different resolutions
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Table 4: Prediction results of five prediction models under different resolution conditions

Prediction 15 min 30 min 45 min 1h

model RMSE/ MAE/ Acc/% RMSE/ MAE/ Acc/% RMSE/ MAE/ Acc/% RMSE/ MAE/ Acc/%
MW MW MW MW MW MW MW MW

BP 29.75 23.78 85.20 36.02 30.38  82.08 38.98 33.10  80.61 40.34 3498 79.93

GA-BP 27.59 22.87 86.27 33.75 27.09  83.21 37.27 30.03 81.46 38.68 33.08 80.76

LSTM 27.00 22.89 86.57 34.68 29.59  82.75 35.87 27.98 82.15 36.42 28.65 81.88

ELM 32.73 25.97 83.72 33.48 26.68 83.34 35.52 29.83 82.33 35.58 30.38 82.30

ICEEMDAN-  8.57 7.09 95.74 11.68 9.74 94.19 12.15 10.27  93.96 17.00 14.64 91.54
SE-LSTM

6 Conclusion

Due to the strong uncertainty of wind speed series, the fluctuations in wind power vary with sea-
sons. To enhance the prediction accuracy of output wind power, a wind power day-ahead forecasting
method based on the ICEEMDAN-SE-LSTM model is established in this work. Its main contributions
are drawn as follows:

(1) For wind power data processing, [CEEMDAN decomposition and sample entropy technology
can effectively reduce the adverse effects of high-frequency and strong non-stationary components
in the original data series, upon which favorable conditions can be constructed to improve model
prediction performance while simplifying the model;

(2) The variation of wind speed in different seasons is not the same, thus its mapping relationship
in prediction models is also different. Autumn has the highest prediction accuracy for the two models,
followed by summer, winter and spring, with the accuracy of the proposed method reaching 95.74%,
96.83%, 98.47% and 96.57%, respectively, which verifies the effectiveness of ICEEMDAN-SE-LSTM
model;

(3) ICEEMDAN-SE-LSTM and other methods are utilized to forecast the wind power in parallel
for comparison, and the simulation results indicate that the ICEEMDAN-SE-LSTM method shows
higher prediction precision than the traditional models;

(4) The model proposed in this study relies on the proper integration of existing mature tech-
nologies to realize power prediction of wind farms actually operating in Xinjiang, China. Compared
with EMD, ICEEDAN-based data analysis is more capable of mining wind power data features and
improving wind power prediction accuracy. Meanwhile, SE is utilized to classify and reconstruct
the multiple ordinal components processed by ICEEDAN into trend, oscillation, and stochastic
components, which reduces the data dimensionality and improves the prediction speed. The hybrid
model is used to compensate for the low prediction accuracy of a single LSTM model. Compared with
other comparison algorithms, the proposed model shows superior performance in terms of stability,
reliability, and accuracy requirements of engineering practice.

Future studies can further increase the input characteristic dimension based on the current work,
and input the numerical weather forecast and other related information into the prediction model to
further improve the prediction precision.
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