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ABSTRACT

Distribution networks denote important public infrastructure necessary for people’s livelihoods. However, extreme
natural disasters, such as earthquakes, typhoons, and mudslides, severely threaten the safe and stable operation
of distribution networks and power supplies needed for daily life. Therefore, considering the requirements for
distribution network disaster prevention and mitigation, there is an urgent need for in-depth research on risk
assessment methods of distribution networks under extreme natural disaster conditions. This paper accesses multi-
source data, presents the data quality improvement methods of distribution networks, and conducts data-driven
active fault diagnosis and disaster damage analysis and evaluation using data-driven theory. Furthermore, the paper
realizes real-time, accurate access to distribution network disaster information. The proposed approach performs
an accurate and rapid assessment of cross-sectional risk through case study. The minimal average annual outage
time can be reduced to 3 h/a in the ring network through case study. The approach proposed in this paper can
provide technical support to the further improvement of the ability of distribution networks to cope with extreme
natural disasters.
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1 Introduction

As an important part of the electric power system, the distribution network is an important public
infrastructure integral to people’s livelihoods [1], and is a key element for ensuring the quality of power
supply [2], improving the operational efficiency, and enhancing the reliability of the power supply [3]
and customer service. Earthquakes, typhoons, mudslides, and other extreme natural disasters are
extremely destructive and can cause severe failures, thus threatening the safe and stable operation
of distribution networks and power supplies needed for daily life. For instance, in September 2016,
Typhoon Meranti caused enormous damage to distribution networks and power outages in many
areas.

China’s distribution network has a weak foundation, a natural structure, and power supply
vulnerability compared to the transmission network. The unbalanced development and a low level
of intelligence make the distribution network more susceptible to faults and outages caused by
internal and external factors. with the urbanization progress, the scales of distribution networks
have increased, as well as the risk of extreme natural disasters triggering large scale blackouts.
However, existing analysis and control methods of distribution networks cannot achieve real-time,
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accurate, and complete access to disaster data, making it difficult to support accurate assessment,
resource deployment and optimal decision-making at the macro level effectively. This restricts the
effective implementation of emergency repair commands, rapid restoration of power supplies, and
differentiated transformation of weak links. Therefore, there is an urgent need to improve the risk
control level of the distribution networks and enhance its ability to respond to extreme natural disasters
effectively.

Continuous improvement in intelligence of distribution grid has resulted in the accumulation of a
large amount of operation data on the distribution grid, and the increasing maturity and practicality
of new-generation information technology, such as big data and artificial intelligence, provide effective
technical means for distribution grid risk management. The data-driven risk control technology of the
distribution networks has a feasible data and algorithm foundation. Thus, it is necessary to ensure the
consistency, accuracy and completeness of a model and data acquisition to improve the accuracy of
the distribution network’s fault diagnosis and risk assessment.

This paper aims to solve key problems such as poor quality of distribution network basic data
and a lack of means for disaster damage analysis and evaluation, to achieve cross-system, multi-
link data integration and quality improvement. In this way, accurate fault diagnosis and disaster
damage analysis of the distribution networks could be realized, and effective technical support could
be provided to improve the risk management capability of the distribution networks.

The main contributions of this work can be summarized as follows:

1) An approach for multi-source data integration in distribution networks is proposed in this
study. Compared with traditional approach, the unified modeling, information integration, and rapid
data exchange between heterogeneous systems is realized, thus providing the necessary scientific data
for fault handling of distribution network. 2) A data-driven risk assessment approach considering
the complex network structures and special environments of distribution networks is proposed in this
study, thus effectively promoting the accuracy and reliability of risk assessment.

The remainder of this paper is organized as follows. Section 2 review and analyze the related
work on this topic. Section 3 proposes a multi-source data interaction and data quality improvement
method. Section 4 describes data quality evaluation and measurement calibration methods. Section 5
proposes fault judgment and disaster damage analysis methods based on multi-source data. The case
study using a 10-kV distribution network model is given in Section 6 and the conclusions are stated in
Section 7.

2 Related Work

This section review and analyze the related work in terms of multi-source data fusion and disaster
analysis for distribution networks.

2.1 Research on Multi-Source Data Fusion for Distribution Networks
Regarding the issue of multi-source data fusion in distribution networks, many studies have

made feasibility arguments from the perspective of information integration, such as IEC61850-
based intelligent substation automation [4], IEC61850-based automatic fault location and isolation
for distribution automation [5], IEC61968-based information interaction bus for distribution net-
works [6], bidirectional communication interface between users and smart grids, and information
visualization display research. Based on the IEC61968-11, Nanrui Group defined a standard and
unified data exchange model, developed a standardized interface between systems, and gradually
performed information interaction and function integration with the energy management system
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(EMS), production management system (PMS), geographic information system (GIS), marketing
management system, 95598 customer service system, electricity information acquisition system, and
other systems according to the foundation of the power grid information construction. Data quality
significantly affects the accuracy of analysis results, so to achieve the risk control of distribution
networks based on multi-source data, it is necessary to solve the data quality problems first [7], for
instance, the untimely uploading of protection switch action information, inconsistent time scales,
and missing data. Further to compensate for the lack of real-time measurement data, state estimation
algorithms have been designed in the literature for distribution networks [8]. In [9], a physical
probabilistic network model was proposed for determining the switch states of distribution networks
based on data obtained from the electricity information acquisition system deployed in smart grids,
and trust propagation algorithms were modified to achieve state estimation based on the graph-
theoretic model. In [10], a multi-layer state estimation method based on low-voltage measurements
in smart meters was proposed, using an uncertainty propagation theory to integrate different types
of data. A Bayesian state estimation method based on deep learning was introduced in [11]. The
Monte Carlo simulations were used to train deep neural networks to consider stochastic power
injection in the distribution system, and the Bayesian methods were employed to detect and filter
out invalid data. In [12], a learning architecture for distribution network state estimation that uses
a large amount of historical data to simulate the network state offline was introduced, and a real-
time state estimation was achieved. However, the exact mapping relationship between the measured
data and the network state was difficult to obtain. In [13], a PD-IoT multi-source data processing and
fusion architecture based on edge intelligence of PD-IoT is proposed. The unification of dimension
and magnitude under various distribution network data acquisition systems are realized though Box–
Cox transform and PCA algorithm. The other typical distribution network state estimation algorithms
include a least squares-based state estimation algorithm, a decoupled state estimation algorithm based
on measurement transformation, an artificial intelligence-based distribution network state estimation,
and an expert system-based distribution network state estimation.

2.2 Research on Distribution Network Disaster Analysis Technology
Considering the distribution network risk assessment, researchers from Iowa State University

introduced risk theory into the power system, a concept that has attracted widespread attention [14].
Based on the traditional state analysis method, the Monte Carlo method and other methods, various
algorithms for risk assessment have been developed to improve risk assessment efficiency [15], and
many risk assessment index systems have been proposed [16]. In [17], the authors developed an active
distribution network risk assessment and early warning mechanism to achieve a complete assessment
of multiple risk indicators. The proposed model considered a variety of risk factors, including both
internal and external factors. Further, in [18], a method for distribution network analysis in a winter
storm environment was presented to assess the disaster damage to poles of various materials. In [19],
a GIS-driven proactive risk-based management tool integrating outage records, historical weather
information, and fault event management was introduced, and a risk model was established based
on Bayesian learning for determining the economic impact of natural disasters and defined by
a time-series space-time correlation equation. A three-layer risk trust strategy for power systems
that makes full use of multi-source data to ensure the reliability index of distribution systems was
proposed in [20]. In [21], a data-model hybrid driven resilience assessment framework that considers
the impact of multiple factors is established to accurately find the weak links of the transmission
system and improve the system resilience. The optimal promotion strategy is selected according
to the construction difficulty, resilience improvement ability, and cost analysis. An investigation in
[22] posited a reinforcement learning-based Bayesian model tool for smart grids that use indicators
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such as network architecture and vulnerability models, and employed two learning methods, where
Bayesian models was used to calculate the optimal recovery strategy for damage caused by weather
effects. According to domestic research in China, distribution network risk assessment methods can
be categorized into three main types: analytical methods, simulation methods, and hybrid methods
that combine the first two types. The computational complexity of the analytical method increases
significantly with the number of fault weights and system states. In addition, the computational
time of a simulation method increases sharply with the error accuracy requirements. In [23], the
authors applied a complex network theory to realize the active distribution network risk assessment
and established a set of multi-level operation risk rapid assessment systems based on an automation
system, thus effectively improving the speed of the power system operation risk assessment; and
compensating for the deficiency of power flow calculations in multi-level operation risk assessment.
In [24], a distribution network fault line grading evaluation method for a typhoon environment,
which constructs an index system based on typhoon disaster loss historical fault data, was proposed.
This method combines data mining methods to construct a principal component analysis model
and a single-level analysis model, calculates the weights of each index separately, and finally uses a
comprehensive subject-objective assignment strategy to determine the weights, which is followed by
intelligent evaluation and grading of typhoon fault lines. However, due to the complexity of actual
distribution networks, theoretical models are difficult to apply directly to an actual network.

2.3 Related Work Review
(1) Analysis of the existing research on multi-source data integration in distribution networks

Distribution networks in China has shown unbalanced development and a low level of intelligence,
requiring the integration and synchronization of data obtained from decentralized systems. Therefore,
it is necessary to guarantee the comprehensiveness, accuracy and consistency of multi-source data
acquisition. However, research in this field has still been in the initial stage of deepening the appli-
cation of multi-source data in distribution networks. Therefore, the unified modeling, information
integration, and rapid data exchange between heterogeneous systems and the inconsistent time scale
of multi-source data requires further in-depth research.

(2) Analysis of the existing research on distribution network disaster risk assessment

The analysis of the current research on the risk assessment technology of distribution networks
has shown that, although extensive research has been conducted, there are still certain deficiencies.
First, the accuracy of risk assessment models is low, which affects the reliability of a large-scale risk
assessment. Second, the risk assessment theory mostly related to the main network’s method without
considering the complex network structures and special environments of distribution networks.
Therefore, it is necessary to solve the problems of global analysis and spatial and temporal multi-
dimensional disaster damage in distribution networks through data-driven active fault diagnosis,
providing decision support for disaster damage recovery and emergency management.

3 Multi-Source Data Interaction in a Distribution Network

Considering the requirements of distribution network disaster analysis, a multi-source data
interaction and data quality improvement method is proposed as follows.

3.1 Data Requirements
The functions of a distribution network disaster analysis system include quasi-real-time mon-

itoring of the distribution networks, substation outage and resumption statistics, switch tripping
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monitoring, and real-time statistics and monitoring of disaster losses. The required data are obtained
from the distribution management system (DMS), PMS, electricity information acquisition system,
and the meteorological systems. These data include graphic and model file, operation and business
data, equipment information, and meteorological information. The specific data requirements are
presented in Table 1.

Table 1: Summary of data requirements

No. Data content Source Access method

1 Graphic and model
files

Model file DMS File Transfer
Protocol (FTP)

Graphic file

2 Distribution network
operation data

Cross-section data DMS FTP

Regional total load DMS Web service

Switch tripping
information
Terminal online
information
Outage information PMS Intermediate

database

3 Distribution network
business data

Remote control data DMS Web service

Equipment variation
Feeder automation
Command ticket
Outage analysis
Variation information
Remote signal
identification
Maintenance data PMS Intermediate

databaseRepairing data

4 Equipment related
information

Equipment ledger PMS Intermediate
database

Geographic information Web service

5 Meteorological
information

Temperature, humidity,
wind, rainfall, and
geological disasters

Meteorological
system

Intermediate
database
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3.2 Data Interaction Method
As illustrated in Fig. 1, a provincial distribution management system is divided into a production

control safety region and an information management safety region according to the system security
requirement. The multi-source data of each system are integrated and shared in different ways, for
instance, via FTP, Web service, or intermediate database, to meet the interaction requirements of
various applications and facilitate information-sharing across different security partitions and regional
scopes.

Figure 1: Block diagram of the information interaction process

(1) Distribution network graphic and model file

The distribution network graphic and model files include data from the DMS, and denote the
basis of real-time monitoring, statistical analysis, and visualization of the distribution networks. The
information is interacted through FTP with a regular incremental push.

(2) Distribution network operation data

The operation data pushed by the DMS mainly include real-time cross-section data (i.e., informa-
tion on equipment and the corresponding voltage, current, active and reactive powers), switch tripping
data, and terminal online data. The real-time cross-section data are transferred with FTP, and other
data are sent with Web service.

The operational data transferred via the PMS are mainly distribution network outage data, and
these data are interacted via an intermediate database.

(3) Distribution network business data

The business data obtained by the DMS include remote control data, equipment variation data,
feeder automation data, command tickets, power outage data, variation information, remote signal
identification data. These data are transferred via Web service for information interaction.

The business data obtained from PMS mainly include the maintenance and emergency repair data
of the distribution networks, and these data are exchanged through the intermediate database.
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(4) Distribution network equipment data

Data related to the distribution network equipment include the information on the equipment
ledger and its geographic data, which are obtained from the PMS. The distribution equipment ledger
data regularly interact with an intermediate database, and the geographic information data are sent
via Web service.

(5) Meteorological data

The meteorological data include temperature, humidity, wind, rainfall, typhoon, and earthquake.
These data are stored in an intermediate database and restored via regular push.

4 Data Quality Improvement Methods

In the distribution network data collection process, due to the problems of collection environment,
collection equipment, and transmission channel, real-time data can be mixed with a large amount of
invalid and uncollected data, which affects the accuracy and credibility of the distribution network
operation monitoring significantly. Therefore, it is essential to improve data quality.

4.1 Data Quality Evaluation
The data quality is quantitatively characterized by a value from zero to one. The closer the value

is to one, the higher the data quality is; zero indicates that data are not credible, and one means data
are credible.

(1) Voltage data quality evaluation

In an open-loop distribution network, each bus voltage should obey the two following laws:

Law 1: The voltage of each bus should be within the rated voltage range limits; namely, it should
be less than the maximum voltage allowed but larger than the minimum allowable voltage. The specific
expression is as follows:

Vdown ≤ V ≤ Vup (1)

According to law 1, voltage data quality evaluation principle 1 can be defined as follows. When
the bus voltage meets the upper and lower voltage constraints, the quality evaluation indicator is K1,
but when the voltage constraints are not met, the quality evaluation indicator is zero. Under principle
1, the bus voltage data quality evaluation indicator is SV1 with an initial value of zero. Thus, principle
1 is described as follows:

SV1 =
{

K1 Vdown ≤ V ≤ Vup

0 V ≥ Vup ‖V ≤ Vdown

(2)

Law 2: The voltage decreases gradually in the power flow direction, and the voltage value of a
specific distribution area is smaller than the voltage value of its upstream area and larger than the
voltage value of its downstream area, which can be described as follows:

VQchild ≤ VQ ≤ VQfather (3)

If there is no bus bar in the distribution area, the bus bar voltage refers to the feeder’s voltage. The
voltage of a distribution area containing the substation outlet switch is defined as the substation bus
voltage value, and its quality evaluation index is one. When there are many measurement points along
the downstream direction of the distribution area, the value of VQchild is the maximum voltage value of
all measurement points. However, when there are no measurement points downstream, VQchild is zero.
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According to law 2, the second principle of voltage quality evaluation is as follows. When the
voltage in the distribution area meets the upstream and downstream voltage limit conditions, the
quality evaluation indicator is a certain value. However, when the constraints are not met, the quality
evaluation indicator is zero. Assume the bus voltage data quality evaluation indicator is denoted by
Sv2, with an initial value of zero; then principle 2 is defined as follows:

SV2 =
{

K2 VQchild ≤ VQ ≤ VQfather

0 VQ ≥ VQfather

∥∥VQ ≤ VQchild

(4)

According to the bus voltage quality evaluation principles 1 and 2, the sum of the two quality
evaluation indicators is used as a total bus voltage quality evaluation indicator, which can be expressed
as follows:

SV = SV1 + SV2 (5)

(2) Switch telemetry data quality evaluation

The switch telemetry includes active and reactive powers and currents flowing through the switch,
and the switch telemetry needs to satisfy the following laws.

Law 3: If the number of closed out-domain switches in a distribution area is greater than one, the
telemetry of each out-domain switch in this distribution area needs to be smaller than its in-domain
switch telemetry, which is expressed by

PQIi ≤ PQIx (6)

According to switch telemetry law 3, switch telemetry quality evaluation principle 1 is defined as
follows. When the distribution area out-domain switch telemetry is smaller than the corresponding
in-domain switch telemetry, and the minimum distribution area closed out-domain switch number is
larger than one, the out-domain switch quality evaluation index is K3; however, when this condition
is not satisfied, its evaluation index is zero. The switch telemetry quality evaluation index 1 is denoted
by SB1, with an initial value of zero. Then, principle 1 is described as follows:

SB1 =

⎧⎪⎨
⎪⎩

K3 PQIi ≤ PQIx&& k > 1
K3 k = 1
0 PQIi > PQIx&& k > 1

(7)

The telemetry quality evaluation index of the substation outlet switch is specified as one, which
means that the measurement is credible.

Law 4: The incoming switch telemetry value in a distribution area should be equal to the sum of
all outgoing switch telemetry values, which is given by∣∣∣PQIx −

∑n+m

i=1
PQIi

∣∣∣ ≤ ε (8)

According to law 4, switch telemetry quality evaluation principle 2 is defined as follows. When the
difference in switch tide between regions in and out of the distribution area is less than a certain error
ε, the telemetry quality evaluation index of all switches in the distribution area is K . However, if this
constraint is not satisfied, the evaluation index is zero. The switch telemetry quality evaluation index
2 is denoted by SB2, with an initial value of zero. Then, principle 2 is described as follows:

SB2 =
{

K4|PQIx − ∑n+m

i=1 PQIi| ≤ ε

0|PQIx − ∑n+m

i=1 PQIi| ≥ ε
(9)
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If the switch telemetry value is zero and the switch is split, the measurement quality evaluation
index is one. The initial value of the virtual switch measurement is zero and the measurement quality
index is zero.

(3) Switch signal quality evaluation

An incorrect switching signal can lead to an incorrect distribution network topology model.
Therefore, an accurate switch signal identification crucial, and the following rule should be satisfied:
if the current flows through the switch of a distribution area, its switch state should be closed.

According to the aforementioned law, the switch signal quality evaluation principle can be defined
follows. When the switch telemetry quality evaluation index of a distribution area is a non-zero value,
the telemetry value is also a non-zero value, then the telemetry status of this switch is closed, and its
telemetry quality evaluation index is one. However, if the switch telemetry quality evaluation index is
a non-zero value, the telemetry status of this switch is split, the telemetry value is zero, its telemetry
quality evaluation index is one. Further, if the switch telemetry quality evaluation index is a non-zero
value, the switch telemetry quality evaluation index is also a non-zero value, then the switch telemetry
state is split, the telemetry value is non-zero, and its telemetry quality evaluation index is −1. Finally,
if the switch telemetry quality evaluation index is zero, the switch telemetry state is indefinite, and its
telemetry quality evaluation index is zero. The switch telemetry quality evaluation index is denoted by
SBS, with an initial value of zero.

4.2 Measurement Calibration
The distribution network measurement calibration includes the identification of invalid data and

the completion of missing data. Detailed descriptions of the switch telemetry data calibration, signal
identification, and bus voltage data calibration are given in the following:

(1) Switch telemetry calibration

First, a quality evaluation of switch telemetry is performed for each distribution area in the direc-
tion from parent to child, and the telemetry quality evaluation index of each switch is calculated. Next,
starting from the root node of the feeder, the switch telemetry data are corrected and complemented
according to the parent–child hierarchical relationship in a distribution area as follows. The specific
steps are as follows:

Step 1: If the telemetry quality evaluation index of a switch in the distribution area is one, then
that the telemetry value of the switch is reliable.

Step 2: If the telemetry quality evaluation index of four switches in the distribution area is zero,
these switches are denoted load-out domain switches, and the evaluation indices of the other switches
are non-zero value. This indicates that the telemetry value of an invalid switch is greater than the
value of the incoming domain switch, and each invalid measurement is corrected by the average value
approximation.

Step 3: If the telemetry quality evaluation index of the incoming switch in the distribution area
is zero, and all other switch quality evaluation indices are non-zero values, the telemetry value of the
incoming switch represents the sum of downstream switch measurement.

Step 4: If the quality evaluation index of the switch in the distribution area is non-zero value lower
than one, the area has a measurement deviation from the actual value.

Step 5: If the minimum distribution area contains both outgoing and incoming problematic
domain switches, or a problematic load outgoing domain switch and a problematic connected outgoing
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domain switch, and the quality evaluation indices of the outgoing and incoming domain switches are
not equal to one, the incoming domain switch problem can be converted to the outgoing domain
switch problem of the upstream parent minimum distribution area, and the connected outgoing
domain switch problem can be converted to the parent–child hierarchical relationship region inbound
domain switching problem with the downstream child minimum distribution and can be processed by
Steps 2–5.

(2) Switch signal identification

After the identification correction process and complementing of switch telemetry, the switch
signal identification correction can be performed as follows:

Step 1: Perform the switch signal quality evaluation by the above-described method for each
distribution area from parent to child.

Step 2: When the switch signal quality evaluation indicator is one, the current switch status is
credible.

Step 3: When the switch signal quality evaluation index is −1, then the switch correction state
should be opposite to the current state, the current switch state should be reversed and corrected, and
the switch signal quality evaluation index should be changed to one.

Step 4: When the switch signal corrects the variation, the switch signal in the distribution area
associated with the complementary variation switch needs to be corrected again using the above
described method.

(3) Busbar voltage identification correction

When the signal of all switches is corrected, the busbar voltage identification correction can be
performed as follows:

Step 1: Fill up the voltage of a distribution area where the busbar voltage is not collected and
where there is no busbar in order from parent to child, and specify that the voltage of the distribution
area is the voltage of its upstream parent distribution area.

Step 2: Evaluate the bus voltage quality for each distribution area.

Step 3: When the voltage quality evaluation indicator is one, it means that the current bus voltage
value is credible.

Step 4: When the voltage quality evaluation index is zero, then the voltage value satisfies neither
the voltage rating constraint nor the parent–child area voltage constraint. If the parent area voltage
of the region is a non-zero value, it is replaced by an approximate parent area voltage value. If the
sub-region voltage value of the region is a non-zero value, it is replaced by an approximate maximum
sub-region voltage value with the measured quality evaluation index. If the parent and child areas’
voltage values of the region are both non-zero values, they are replaced by the approximate average
value of the parent and child voltage values.

Step 5: When the voltage quality evaluation indicator is zero, then the voltage value meet neither
the parent area voltage constraint nor the rated value constraint, and the voltage quality evaluation
indicator can be set to zero. If the correction indicator is approximately the original indicator, the
original value is replaced by the corrected voltage measurement value, and the measurement quality
indicator is modified accordingly; otherwise, the measurement value is not changed.
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5 Disaster Analysis Based on Multi-Source Data
5.1 Fault Judgment Based on Multi-Source Data

The main purpose of distribution network fault judgment is to analyze the fault outage mode
and its scope through outage events, as well as measurement information combined with equipment
operation status and topology analysis results. Thus, the power loss area can be analyzed based on
a distribution network topology tree. Disaster damage analysis including disaster definition, damage
statistics and monitoring can further be achieved [25] base on the result of fault judgment.

The fault point location can be determined based on a distribution network parent-child hierarchi-
cal relationship, which mainly includes three evaluation steps. First, the fault judgment is performed
based on outage events; then, the fault judgment is conducted based on the phase loss of a public
transformer; finally, the fault judgment is performed based on the loss of the bus voltage. The three
steps are described in the following:

(1) Fault judgment based on power outage events

A fault point can be located based on the outage event and related public transformer measure-
ment information, combined with the equipment operation status data and topology analysis results;
also, the possible outage range can be generated.

(2) Fault judgment based on the phase loss of public transformers

For public transformers, if the phase voltage of one or two phases changes from a non-zero value
to zero, it can be judged as a phase loss. Therefore, the distribution transformers with the same phase
loss, and the location of the equipment causing these distribution transformers should be determined
to find a fault using the topology information.

(3) Fault judgment based on the busbar or station-wide outage

If the line voltage of the substation 10-kV bus decreases from a normal value to zero, the judgment
will be triggered. After a certain judgment delay, the line voltage and the outgoing switch current of
all feeders corresponding to this bus are analyzed, and they are all zeros, it is judged that the bus is out
of power. In addition, all transformers on the feeders connected to this busbar will be judged to be in
the outage range.

However, if all 10-kV buses of a substation are in the outage status, it is judged that the entire
station is out of power. Then, all transformers on the feeders supplied by the substation are judged to
be in the outage range.

5.2 Disaster Damage Analysis for Distribution Networks
Real-time access to distribution network models, graphics, and data can be realized through data

fusion of multiple system. Then, real-time monitoring of the distribution network operation status and
real-time statistics and the analysis of disaster losses down to the township or street granularity can be
realized. The disaster analysis process includes the disaster definition process, disaster statistics, data
comparison, and disaster monitoring.

(1) Disaster definition

To provide a flexible disaster customization function, the disaster definition is performed to
provide the time and scope bases for disaster statistical analysis. This process includes the definition
of the start and end times, disaster impact area, disaster type, and recovery period days.

It should be noted that defining a historical disaster starts with disaster data statistics. However, a
future disaster is defined based on the predicted disaster time, disaster impact area and disaster type.
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When the disaster starting time comes, the disaster statistics operation also starts. Query, modification
and deletion operations are performed to define disasters. After a disaster definition is obtained, a re-
statistic operation is conducted. The time and scope of disaster can be adjusted in real time, and the
statistical operation results are modified according to the new definition.

(2) Disaster damage statistics based on multi-source data

Outage scope analysis method was adopted in both distributed and centralized ways, combining
the DMS for outage analysis. The real-time statistics on the scope of the disaster impact and disaster
recovery progress under major disaster scenarios are obtained by real-time processing of planned
outage data, fault outage data, real-time telegrams and location data. The outage, restoration line,
and distribution transformer are all counted. In addition, the system conducts multi-level statistical
analysis and real-time monitoring at provincial, municipal, county and township levels.

It should be noted that multi-level outage and resumption statistics are obtained for provinces,
cities, counties, and townships. Based on the disaster definition, the system obtains quasi-real-time
and historical statistics of power outages and resumptions at specified values of time and space of the
disaster. It also employs statistical methods for disaster-related and affected outages. Since only the
power outage during the disaster period is considered, accurate classification of disaster loss statistics
can be achieved. The flowchart of the described process is presented in Fig. 2.
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Figure 2: Flow chart of the disaster statistics determination based on multi-source data

The main classification process of outage types is as follows:

1) Based on the administrative division, the outage records are divided into different levels such
as provinces, cities and counties.

2) Detailed information on the installation location of distribution transformers in villages or at
the township-level areas is provided to determine the township-level division of outage records.

3) Based on the outage resumption message, it is identified whether the action switch belongs
to the incoming switch or the first switch under no load after the incoming switch, and it is
determined whether this outage record is a trunk line outage record.
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4) Information on important and lifeline users is obtained based on the PMS to distinguish
whether the affected area in the outage record is an important or lifeline user.

(3) Disaster damage data comparison

Based on real-time disaster data, the system performs a disaster damage data comparison for 10-
kV lines, trunk lines, branch lines, distribution transformers, and users in different areas of the same
disaster, visually reflecting the severity of a disaster in different cities and providing data for provincial
repair dispatching. At the municipal level, a comparison of the disaster damage data of 10-kV lines,
trunk lines, branch lines, distribution lines, and important users in different counties experiencing the
same disaster to provide a basis for municipal emergency repair dispatching.

Further, based on historical disaster data, the system compares the disaster loss data at the local
and municipal levels. Multiple disasters can be selected, and disaster loss data of 10-kV lines, trunk
lines, branch lines, distribution lines, and important users in different disasters can be compared to
explore the effect of season, path and other factors of disasters, and provide a data for subsequent
disaster prevention and mitigation.

(4) Disaster monitoring

The system provides a data display of power outage, restoration, unrestored power, and restoration
ratio and displays the bar graph and curve display functions for provincial, local, and county-level
disaster data. It compares the power outage and restoration data using bar graphs forms to control the
impact of disasters. In addition, it displays the restoration ratio of regional power outage data through
curve graphs to reflect the restoration of the power supply in each region. By displaying the cumulative,
historical, and current curves at one point every 5 min, it intuitively monitors the three-level outage
and restoration situation of trunk lines, branch lines, distribution transformers and customers, thus
providing multi-dimensional and multi-level display data for disaster monitoring themes.

6 Case Study
6.1 Case Description

A 10-kV distribution network model was constructed, as illustrated in Fig. 3, where W1 and W2

denote power sources; QS1, QS2, . . . , QS5 are isolation switches, where QS5 is a tie switch, which is
normally in the open state. Line 1 is from W1 to QS5. Line 2 is from W2 to QS5. FU1, FU2, . . . ,
FU6 denote fuses, and A, B, . . . , F are concentrated load points. The reliability parameters of the
components are presented in Table 2.

When the distribution network’s state was “normal operation”, Lines 1 and 2 operated in an open-
loop manner according to the ring network. When the distribution network’s state is “associated line
maintenance”, namely, when any of Lines 1 and 2 was maintained, the other line operated as a radial
connection. Different operational modes corresponded to different average fault time r. The case of
simultaneous maintenance or failure of the two lines was not considered in the calculation example
due to the low probability.

The parameters were set as follows. The current carrying capacity of the 10-kV insulated
conductor line was 505 A, and the power capacity was 9.093 MVA. The rated capacity of the line
is 9 MVA. At time t0, the powers of load points A, B, and C were 2.2, 1.7, and 1.1 MW, while the
corresponding power factors were 0.95, 0.90, and 0.92, respectively. The powers of load points D, E,
and F are 2.2, 1.7, and 1.1 MW, while the power factors are 0.95, 0.90, and 0.92, respectively. When
load points B and C were transferred to Line 2, the minimum voltage of the network was 9.20 kV,
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and the maximum load was 8.94 MVA. However, when load point C was transferred to Line 2, the
minimum voltage of the network was 9.72 kV, and the maximum load was 6.97 MVA. During the
open-loop operation, the minimum voltage of the network was 9.93 kV, and the maximum load was
5.51 MVA.

Figure 3: Distribution network model

Table 2: Reliability parameters of the components

Component Fault rate/(times
per km·a)

Mean time to
repair/(h)

Operation time of
disconnector/(h)

Number of users at
load point

Trunk line 0.25 4 - -
Branch line 0.25 4 - -
QS1–QS5 - - 1 -
Load points A and D - - - 200
Load points B and E - - - 150
Load points C and F - - - 100

6.2 Results and Discussion
(1) Fault analysis of the ring network

When the distribution network’s state was “normal operation”, if the 2-km section of the lines
failed, loads B and C could be powered by the interconnection line. The outage time for opening QS1

and closing QS5 was 1 h.

When the 3-km section of the trunk line failed, load point A could recover the power supply by
pulling off QS1 within 1 h. Thus, load point B could be powered only after the line was repaired,
namely, after 4 h. Load point C was powered by the tie line within 1 h by opening QS2 and closing
QS5.
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In the case of fault in the 1-km section of the trunk line, load points A and B could recover power
supply from the main power supply in 1 h by opening QS2. Load point C needed to be repaired in this
section after 4 h.

The failure rate of load point A was 0.5 + 0.5 + 0.25 + 0.75 = 2 times/a.

The average time of each failure at load point A was (0.5 × 4 + 0.5 × 1 + 0.25 × 1 + 0.75 × 4)/2
= 2.88 h.

The average annual outage time of load point A was λ × r = 2 × 2.88 = 5.75 h/a.

Similarly, the failure outage data of the other load points were obtained, and the results are shown
in Table 3.

Table 3: Fault analysis results of the ring network

Elements Load points A, D Load points B, E Load points C, F

λ/(times·a−1) r/h M/(h·a−1) λ/(times·a−1) r/h M/(h·a−1) λ/(times·a−1) r/h M/(h·a−1)
Trunk line 2-km

section
0.50 4.00 2.00 0.50 1.00 0.50 0.50 1.00 0.50

2-km
section

0.50 1.00 0.50 0.50 4.00 2.00 0.50 1.00 0.50

1-km
section

0.25 1.00 0.25 0.25 1.00 0.25 0.25 4.00 1.00

Branch
line

3-km
section

0.75 4.00 3.00 - - - - - -

2-km
section

- - - 0.50 4.00 2.00 - - -

1-km
section

- - - - - - 0.25 4.00 1.00

Total 2.00 2.88 5.75 1.75 2.71 4.75 1.50 2.00 3.00

In a ring network, the average annual outage time of load points A and D is 5.75 h/a, which is
the longest among all the load points. The shortest average annual outage time of 3 h/a is in the load
points C and F.

(2) Fault analysis of the radial network

When the distribution network operation scenario is an “associated line maintenance”, the fault
outage data of each load point can be calculated similarly, as shown in Table 4.

Table 4: Fault analysis results of the radial network

Elements Load points A, D Load points B, E Load points C, F

λ/(times·a−1) r/h M/(h·a−1) λ/(times·a−1) r/h M/(h·a−1) λ/(times·a−1) r/h M/(h·a−1)

Trunk line 2-km
section

0.50 4.00 2.00 0.50 4.00 2.00 0.50 4.00 2.00

2-km
section

0.50 1.00 0.50 0.50 4.00 2.00 0.50 4.00 2.00

(Continued)
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Table 4 (continued)
Elements Load points A, D Load points B, E Load points C, F

λ/(times·a−1) r/h M/(h·a−1) λ/(times·a−1) r/h M/(h·a−1) λ/(times·a−1) r/h M/(h·a−1)

1-km
section

0.25 1.00 0.25 0.25 1.00 0.25 0.25 4.00 1.00

Branch
line

3-km
section

0.75 4.00 3.00 - - - - - -

2-km
section

- - - 0.50 4.00 2.00 - - -

1-km
section

- - - - - - 0.25 4.00 1.00

Total 2.00 2.88 5.75 1.75 3.57 6.25 1.50 4.00 6.00

In the case of fault in the 1-km section of the trunk line, load points A and B could recover power
supply from the main power supply in 1 h by opening QS2. Load point C needed to be repaired in this
section after 4 h.

The failure rate of load point C was 0.5 + 0.5 + 0.25 + 0.25 = 1.5 times/a.

The average time of each failure at load point C was (0.5 × 4 + 0.5 × 4 + 0.25 × 4 + 0.25 × 4)/1.5
= 4 h.

The average annual outage time of load point C was λ × r = 1.5 × 4 = 6 h/a.

Similarly, the failure outage data of the other load points were obtained, and the results are shown
in Table 4.

In a radial network, the average annual outage time is larger than in ring network. The longest
average annual outage time is 6.25 h/a in load points B and E, which is 0.5 h/a higher than in ring
network. As a result, it can be indicated that the stability of ring network is better than radial network,
especially facing natural disasters.

7 Conclusions

The safe and stable operation of distribution networks is severely threated by natural disasters
resulting in power failures. Continuous improvement in intelligence of distribution grid has resulted in
the accumulation of a large amount of operation data on the distribution grid. A data-driven approach
is proposed in this paper, which integrates graphic and model files, operational and business data, and
equipment and meteorological data from DMS, PMS, and electricity information acquisition systems.
It proposes a multi-source data interaction method and a data quality improvement method; achieves
fault judgment based on the outage events, phase loss of public transformers and busbar loss of
voltage; and designs a multi-source data-based approach. The approach with the functions of disaster
definition, disaster damage statistics, disaster comparison and data monitoring is designed based on
multi-source data. The proposed system can achieve real-time and accurate acquisition of disaster
loss information and accurate analysis and evaluation of disaster loss in a distribution network. The
feasibility of the designed method was verified by case study for a 10-kV distribution network. The
maximal average annual outage time of load point A was 5.75 h/a in ring network and 6.00 h/a in
radical network. The results will be more significant as the data becomes richer, which can provide
technique support for the improvement of stability in distribution networks.
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