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ABSTRACT

The virtual synchronous generator (VSG) technology has been proposed to address the problem of system
frequency and active power oscillation caused by grid-connected new energy power sources. However, the
traditional voltage-current double-closed-loop control used in VSG has the disadvantages of poor disturbance
immunity and insufficient dynamic response. In light of the issues above, a virtual synchronous generator voltage
outer-loop control strategy based on improved linear autonomous disturbance rejection control (ILADRC) is put
forth for consideration. Firstly, an improved first-order linear self-immunity control structure is established for
the characteristics of the voltage outer loop; then, the effects of two key control parameters-observer bandwidth
ω0 and controller bandwidth ωc on the control system are analyzed, and the key parameters of ILADRC are
optimally tuned online using improved gray wolf optimizer-radial basis function (IGWO-RBF) neural network.
A simulation model is developed using MATLAB to simulate, analyze, and compare the method introduced in this
paper. Simulations are performed with the traditional control strategy for comparison, and the results demonstrate
that the proposed control method offers superior anti-interference performance. It effectively addresses power and
frequency oscillation issues and enhances the stability of the VSG during grid-connected operation.

KEYWORDS
Virtual synchronous generator (VSG); active power; improved linear active disturbance rejection control
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1 Introduction

The advent of novel energy sources, including solar and wind power, has precipitated a surge
in the prevalence and severity of frequency and power instability issues associated with distributed
power supply access to the grid. Since the distributed power supply is realized through the control
system composed of power electronic devices to be connected to the grid, it will inevitably introduce the
problems of poor anti-interference performance and low reliability that exist in the power electronic
devices themselves. To improve the reliability of power supply and reduce the impact of distributed
power grid connections on the overall grid, Virtual Synchronous Generator (VSG) technology has
been proposed and extensively implemented in the grid-connection control of distributed power [1,2].
The VSG technology reduces the frequency and active power oscillations by providing the virtual
inertia and virtual damping required by the system, making it possible for the distributed power supply
to be connected to the grid, which leads to the improvement of the undesirable effects caused by the
grid-connection of distributed power sources, and improves the power quality and system stability [3].
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At present, a large amount of literature has conducted in-depth research on VSG technology.
Yang et al. proposed a transient stability enhancement method based on the transient stability and
frequency stability of VSG in [4]. The stability of VSG is improved by optimizing the damping ratio,
but due to the complexity of the power grid environment, especially when multiple VSG are involved in
parallel operation, it may be difficult to adjust parameters and the robustness of the control strategy.
Wang et al. proposed to apply droop control and neural network to VSG control in [5], realizing
dynamic adjustment of key parameters in VSG, and completing initial value determination of key
parameters rotational inertia and damping coefficient through small signal modeling analysis, but did
not analyze the applicability of the proposed strategy under fault conditions. Ren et al. proposed a
power decoupling strategy for virtual synchronous generators to solve the power coupling problem
and enhance the system response in [6], aiming at the frequency deviation and dynamic oscillation
caused by the interaction of active power and reactive power. However, implementing this strategy
can complicate system control, especially when the virtual impedance is dynamically adjusted in real
applications. Ling et al. all proposed a VSG parameter adaptive control strategy based on RBF
neural network in [7–9]. Through online dynamic tuning of rotational inertia and damping coefficient,
optimal parameters are found, and various fluctuations of the system are adjusted in real-time, which
can make the system stable in a short time. However, they did not consider the shortcomings of the
RBF neural network itself and did not optimize the RBF neural network.

In the VSG technology discussed earlier, the typical approach is the traditional voltage-current
double closed-loop control, which relies on the core principle of proportional-integral (PI) control.
However, PI control has limitations, including slow dynamic response, weak anti-interference capabil-
ity, and phase lag. To overcome these issues, Active Disturbance Rejection Control (ADRC) proposed
by Prof. Jingqing Han has been implemented in VSG technology to replace the original PI control due
to its robust anti-interference characteristics and improved dynamic response capabilities. Nonetheless,
the parameter configuration of ADRC is noted to be more complex and challenging for practical
engineering applications. Building on this, the LADRC scheme introduced by Prof. Gao simplifies the
parameter determination process, optimizing it from the original multi-parameter determination to
focusing on only three key parameters [10]. Liu et al. proposed to combine the control structure and
control principle of LADRC with VSG control from the perspective of power regulation optimization
and frequency regulation optimization in [11–13]. This approach enhances the VSG system’s dynamic
response and increases its robustness. However, the parameter selection and adjustment of LADRC
have not been studied in depth. Lin et al. proposed to improve the voltage-current double closed loop
from the voltage outer loop of the VSG control system by using LADRC in [14,15]. This approach
enhances the system’s anti-interference capability and accelerates its response time, but the problem
of how to determine the key parameters of LADRC has not been further discussed and studied.
Liu et al. proposed to tune the key parameters of LADRC through the neural network in [16–17].
This method makes it easier to determine parameters and speeds up the dynamic response ability of
the system, but it does not optimize the basic algorithm.

In light of the findings of the aforementioned studies, this paper proposes a redesign of the
voltage outer loop of the VSG based on the Improved Linear Active Disturbance Rejection Control
(ILADRC) methodology. This approach is expected to enhance the system’s anti-interference capabil-
ity and response speed. Firstly, in Section 2, a simulation system is constructed for the research object
of this paper, which includes a photovoltaic hybrid energy storage system in the front stage and a
VSG inverter system in the backstage. Secondly, in Section 3, an enhanced first-order LADRC control
methodology is presented for the conventional LADRC, which is employed in the voltage-current dual
closed-loop control in VSG. The stability of this methodology is demonstrated, and the selection of
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the three pivotal parameters of ILADRC is examined. In the final section, a comparative analysis
is conducted using the MATLAB simulation tool to evaluate the proposed strategy under different
operating conditions. The objective is to demonstrate that the strategy has superior anti-interference
performance, which in turn enhances system stability.

2 System Structure and Basic Principles
2.1 Introduction to Photovoltaic Hybrid Energy Storage System

This article uses the photovoltaic hybrid energy storage system as a model to build distributed
power. Fig. 1 shows the structure of a photovoltaic (PV) hybrid energy storage system, including
three parts: the PV array, the battery, and the supercapacitor. Among them, the PV array adopts the
maximum power point tracking technology, which outputs a stable direct current (DC) bus voltage
through a Boost converter. The battery and supercapacitor are connected to the DC bus through
a Bidirectional Buck-Boost converter. The hybrid energy storage system composed of batteries and
supercapacitors can significantly solve the intermittent and random problems of photovoltaic power
generation systems, maintain a constant DC bus voltage, and play a significant role in ensuring the
stability of distributed grid integration.
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Figure 1: Photovoltaic hybrid energy storage system

The working principle of the PV hybrid energy storage system is described as follows: when the PV
array sends out excess power, the excess power will be supplied to the supercapacitor and battery for
charging; when the PV array sends out power with a shortfall, at this time by the supercapacitor and
battery for discharging, to provide the power shortfall, which the supercapacitor to provide the high-
frequency component of power, the battery to provide the low-frequency component of power. The
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access of a hybrid energy storage system can realize the secondary frequency regulation function when
the distributed power supply operates on an island; it can promptly regulate voltage and frequency
fluctuations in the power grid, ensuring stable operation during grid connection.

2.2 Mathematical Modeling of VSG Control
VSG technology is based on the mathematical model of a synchronous generator, and through the

control algorithm, it makes the inverter have the external characteristics equivalent to the synchronous
generator, thus realizing the function of system voltage and frequency regulation and improving system
stability. The schematic diagram of the VSG main circuit of the grid-connected inverter and the
associated control strategy are given in Fig. 2.

Figure 2: Overall schematic diagram of VSG control structure
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The DC bus voltage output from the distributed PV hybrid energy storage system in Fig. 1 is
connected to the grid-connected inverter, and then the voltage and current output from the inverter
side are connected to the grid through the LC filter circuit. g is the control signal of the inverter, uabc

is the output voltage of the inverter side, iabc is the output current, R is the equivalent resistance of the
line, L is the filtering inductance, C is the filtering capacitor, uoabc is the three-phase grid-connected
voltage, ioabc is the three-phase grid-connected current. By the circuit depicted in Fig. 2, formulate the
A-phase KVL and KCL equations as illustrated in Eq. (1):⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Ua = RILa + L
dILa

dt
+ Uoa

ICa = C
dUoa

dt

Ia = ILa = ICa + Ioa

(1)

where ILa is the A-phase inductance current, ICa is the A-phase capacitance current, and the other two
phases are written similarly, this text only takes the A-phase as an object, and the other two phases are
not analyzed.

A transformation of the park in Eq. (1) yields the voltage and current expressions in the dq
coordinate system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ud = Rid + L
did

dt
− ωLiq + uod

uq = Riq + L
diq

dt
+ ωLid + uoq

id = C
duod

dt
− ωCuoq + iod

iq = C
duoq

dt
+ ωCuod + ioq

(2)

The active and reactive instantaneous power of the VSG controller can be obtained from the above
equation:{

Pe = 1.5
(
uodiod + uoqioq

)
Qe = 1.5

(
uoqiod − uodioq

) (3)

The equation of state can be obtained from Eq. (2):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

did

dt
= −R

L
id + ωiq − uod

L
+ ud

L

diq

dt
= −R

L
iq − ωid − uoq

L
+ uq

L

duod

dt
= id

C
− iod

C
+ ωuoq

duoq

dt
= iq

C
− ioq

C
− ωuod

(4)
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2.3 Basic Principles of VSG Control
The core links of the VSG are the active-frequency control link and the reactive voltage control

link, respectively. Among them, the active-frequency control link refers to the rotor equations of
motion of the synchronous generator and adds the active sag link, whose control block diagram is
shown in Fig. 2, and the rotor mechanical equations of VSG is:

J
dω

dt
= Pref

ωn

− Pe

ωn

− Dp (ω − ωn) (5)

where Pref is the active power command, Pe is electromagnetic power, Dp is damping coefficient, ωn

is rated electrical angular frequency, ω is the actual electrical angular frequency, and J is moment of
inertia.

By referring to the excitation system of the synchronous generator, the control method of the
reactive-voltage module of VSG can be obtained. Using the reactive-voltage sag characteristic curve of
the synchronous generator, the reactive-voltage control equation of the virtual synchronous generator
is as follows:∫ [

Qref + Dq

(
Uref − U

) − Q
] 1

K
dt = E (6)

where K is the integration factor, Dq is the reactive power sag factor, Uref is the voltage rating, and U
is the voltage actual value. The control design of reactive power is illustrated in Fig. 2.

3 Improved Linear Active Disturbance Rejection Control Technology
3.1 The Basic Principle of LADRC

LADRC mainly consists of two components: a linear extended state observer (LESO) and linear
state error feedback (LSEF). Among them, LESO is the core of LADRC, and its main role is to
estimate the total target state and total system interference. LSEF achieves tracking compensation
of the total system disturbance by tracking the error signal of the input signal, and the PD controller
is usually used as the LSEF for the second-order LADRC, and the simple P controller is selected for
the first-order LADRC. The basic structure of a traditional second-order LADRC is shown in Fig. 3.

Figure 3: Basic structure of traditional second-order LADRC

As shown in Eq. (4), the mathematical expression of the object of study in this article is a first-
order function. Consequently, the order of LADRC is selected as the first order. Given the symmetry
of the mathematical model of the dq axis, this paper employs the d-axis as a case study for analysis. A
generalized expression can be employed to represent the control object of LADRC as follows:

ẏ = −a0y + bu + w (7)
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where u is the input to the system, y is the output of the system, and w is the external unknown
perturbation. Some of the parameters in b are known, and the known part is defined as b0. In this
paper’s system, b0 = 1/LC, and the above equation is further rewritten as:

ẏ = −a0y + (b − b0) u + b0u + w (8)

where −a0y + (b − b0) u + w represents the total perturbation of the system, denoted by f . Define the
state variables:⎧⎨
⎩

x1 = y
x2 = f
h = ḟ

(9)

The state space expression is:⎧⎪⎨
⎪⎩

[
ẋ1

ẋ2

]
=

[
0 1
0 0

] [
x1

x2

]
+

[
b0

0

]
u +

[
0
1

]
h

y = [
1 0

]
x

(10)

The second order LESO of LADRC is designed as follows:[
ż1

ż2

]
=

[−β1 1
−β2 0

] [
z1

z2

]
+

[
b0 β1

0 β2

] [
u
y

]
(11)

where z1 is the tracking signal of y, z2 is the tracking signal of the total disturbance f , and β1, β2, and
β3 are the main parameters of the observer.

Let e = z1 − y, the above equation can be rewritten as:{
ż1 = z2 − β1e + b0u
ż2 = −β2e

(12)

LESF is designed to:{
u = −z2 + u0

b0

u0 = kp (r − z1)
(13)

where kp is the proportionality coefficient. The closed-loop transfer function of the system can be
derived from the aforementioned equation:

ψ (s) = kp

s + kp

(14)

Let the controller bandwidth kp = ωc, and based on the principle of pole configuration, the poles
of the observer characteristic equation are all configured on the observer bandwidth ω0, as shown in
Eq. (15):

λ (s) = s2 + β1s + β2 = (s + ω0)
2 (15)

The bandwidth gain of the LESO is obtained from the above equation:

λ (s) = s2 + β1s + β2 = (s + ω0)
2 (16)
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From the above analysis, it can be seen that the key parameters of the LADRC are b0, ωc, ω0, which
make the system have a better control performance by selecting appropriate values. The control block
diagram of the first-order LADRC designed above is shown in Fig. 4.

Figure 4: First-order LADRC control block diagram

3.2 ILADRC Design and Performance Analysis
In the traditional first-order LADRC, the fundamental aspect of the LESO is its capacity to

meticulously observe and accurately quantify the total disturbances emanating from both internal
and external sources, and subsequently, to implement precise compensatory measures. Therefore, to
improve the observation accuracy of the LESO, the principle of deviation control is utilized to improve
LESO so that it can converge quickly to obtain improved linear active disturbance rejection control
(ILADRC) [18]. The LESO is rewritten from Eq. (12):{

z1 = x1 + e
z2 = ż1 + β1e − b0u

(17)

Organizing the above equation yields:{
z1 = x1 + e
z2 = x2 + ė + β1e

(18)

From the above equation, the deviations of z2 and x2 are changed and the accuracy of comparison
with the conventional one is increased. In turn, the improved LESO can be obtained:⎧⎨
⎩

e = z1 − x1

ż1 = z2 − β1e + b0u
ż2 = −β2 (ė + β1e)

(19)

Rewriting the improved LESO matrix:[
ż1

ż2

]
=

[−β1 0
0 −β2

] [
z1

z2

]
+

[
b0

−b0β2

β1

0
0
β2

]⎡
⎣u

y
ẏ

⎤
⎦ (20)

From the above equations, Fig. 5 shows the control block diagram of ILADRC.
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Figure 5: ILADRC control block diagram

Re-performing the pole configuration for the improved observer yields the improved observer
characteristic equation as:

λ (s) = (s + β1) (s + β2) = (s + ω0)
2 (21)

The bandwidth gain of the improved LESO is obtained from the above equation:{
β1 = ω0

β2 = ω0
(22)

The error analysis is performed for the above proposed ILADRC and the transfer function is
obtained from Eq. (20):⎧⎪⎪⎨
⎪⎪⎩

Z1 (s) = ω2
0 + 2ω0s

(s + ω0)
2 Y (s) + b0s

(s + ω0)
2 U (s)

Z2 (s) = ω0s
s + ω0

Y (s) − b0ω0

s + ω0

U (s)
(23)

Let e1 = z1 − y and e2 = z2 − f from the above equation:⎧⎪⎪⎨
⎪⎪⎩

e1 = − s2

(s + ω0)
2 Y (s) + b0s

(s + ω0)
2 U (s)

e2 = − s2

s + ω0

Y (s) + b0s
s + ω0

U (s)

(24)

For analysis, taking Y (s) = U (s) = k/s, steady state error of the system is:{
e1s = lim

s→0
se1 = 0

e2s = lim
s→0

se2 = 0 (25)

From Eq. (25), it is evident that the improved LADRC shows strong convergence performance.
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In the following, the traditional LESO is analyzed in comparison with the improved LESO
(ILESO), and the transfer function of the traditional LESO is obtained from Eq. (11):⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Z1 (s) = ω2
0 + 2ω0s

(s + ω0)
2 Y (s) + b0s

(s + ω0)
2 U (s)

Z2 (s) = ω2
0 + 2ω0s

(s + ω0)
2 Y (s) − b0s

(s + ω0)
2 U (s)

(26)

Comparing and analyzing Eq. (23) with Eq. (26), it is apparent that the difference between the
ILESO and the conventional LESO is mainly in Z2, which observes the total system perturbation, and
by taking ω0 = 20, the Bode comparison plot of LESO and ILESO can be obtained, as shown in
Fig. 6. In conclusion, ILESO demonstrates better gain and phase characteristics in the mid-to-high
frequency range, offering improved stability and control accuracy. Therefore, the overall performance
of the ILADRC proposed in this paper surpasses that of conventional LADRC.

Figure 6: LESO and ILESO frequency characteristics comparison curve

The impact of bandwidth on system performance is examined in the following section, and the
transfer function between the state variable z1 and the output variable y is obtained from Eq. (23):

T1 (s) = Z1 (s)
Y (s)

= ω2
0 + 2ω0s

(s + ω0)
2 (27)

To obtain the Bode plot, the observer bandwidth of the aforementioned equation should be set to
the values of 10, 20, 40, and 80, respectively. The resulting plot is illustrated in Fig. 7. As the observer
bandwidth increases, the cutoff frequency rises, enabling the system to more accurately assess the error
across a broader frequency spectrum and to enhance the tracking performance of z1 on y.

The expression formula of the state variable z2 and the total disturbance f can be obtained from
Eqs. (10) and (23):

T2 (s) = Z2 (s)
F (s)

= ω0

s + ω0

(28)
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Figure 7: Frequency characteristic curve of T 1 (s)

For the observer bandwidth of the above equation take the values of 10, 20, 40, and 80, respectively,
as illustrated in Fig. 8, the Bode plot can be generated. It is noticed that as the ω0 becomes larger, z2

can track the total disturbance f over a wider frequency range and the tracking performance becomes
better.

Figure 8: Frequency characteristic curve of T 2 (s)

From Eq. (13):

u = ωc(r − z1) − z2

b0

(29)

The above equation is obtained by substituting Eq. (23) after applying the Rasch transformation:

U (s) = 1
b0

· G1 (s) · [ωcR (s) − G2 (s) Y (s)] (30)
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where

G1 (s) = (s + ω0)
2

s2 + (ω0 + ωc) s
(31)

G2 (s) = ω0s2 + (
2ωcω0 + ω2

0

)
s + ω2

0ωc

(s + ω0)
2 (32)

From Eq. (10):

Y (s) = F (s) + b0U (s)
s

(33)

Substituting Eqs. (30)–(32) into Eq. (33) yields:

Y (s) = G3 (s) · R (s) + G4 (s) · F (s) (34)

where

G3 (s) = ωcs2 + 2ω0ωcs + ωcω
2
0

s3 + (2ω0 + ωc) s2 + (
2ω0ωc + ω2

0

)
s + ω2

0ωc

(35)

G4 (s) = s2 + (ω0 + ωc) s

s3 + (2ω0 + ωc) s2 + (
2ω0ωc + ω2

0

)
s + ω2

0ωc

(36)

The formula T3 (s) of system output with respect to total system disturbance can be obtained from
Eq. (34):

T3 (s) = Y (s)
F (s)

= G4 (s) (37)

Analyzing the above equation, it can be seen that it is connected to both the controller bandwidth
ωc and the observer bandwidth ω0, so the control variable method is adopted to quantitatively analyze
it, firstly determining that ωc = 10 and changing the value of ω0, respectively, taking the values of
10, 20, 40, and 80 as shown in Fig. 9a; then determining that ω0 = 10 and changing the value of ωc,
likewise, taking the values of 10, 20, 40, and 80, as shown in Fig. 9b.

From Fig. 9, it can be seen that with the increase of ω0 and ωc, the amplitude of the system in
the middle and low-frequency bands has a significant reduction, which can improve the system’s anti-
jamming ability. However, the value of bandwidth cannot be increased infinitely, too large a value of
the bandwidth will make the system’s limitation of high-frequency noise signals deteriorate, and the
anti-interference deteriorates, therefore, ω0 and ωc should be taken within a reasonable range.

3.3 A demonstration of Voltage Outer Loop Design and Stability Based on ILADRC Approach
The conventional voltage-current double closed-loop control uses PI control to eliminate system

errors and disturbances through the integral link, but there are certain defects in this control method,
the tracking performance for disturbances is not good enough, the dynamic response is not fast
enough, and when a large disturbance occurs in the system, there will be a large overshoot of the
active and the frequency, which will affect the grid-connected performance of distributed power supply.
Because of the above defects, this text proposes to use the improved linear self-immunity control with
strong anti-interference performance for the voltage outer loop design, and the current inner loop still
adopts PI control, whose control structure is shown in Fig. 10.
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(a) Frequency characteristic curve at different (b) Frequency characteristic curve at different

Figure 9: Frequency characteristic curve of T 3 (s)

Figure 10: Voltage and current double closed-loop control structure based on ILADRC

From Fig. 10, the output of the voltage outer loop is the input of the current inner loop, which
is the current reference value, and the current inner loop part is the controlled object of ILADRC.
Referring to References [19] and [20], the current inner loop can be equated to the transfer function
shown in Eq. (38):

G (s) = 1
LCs2 + RCs + 1

(38)

The block diagram of the closed-loop transfer function of the ILADRC-based voltage outer-loop
control system is shown in Fig. 11.
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Figure 11: Closed loop control system block diagram

The closed-loop transfer function expression can be obtained from the block diagram of the
closed-loop control system:

φ (s) = Y (s)
R (s)

= ωcG1 (s) G (s)
b0 + G1 (s) G2 (s) G (s)

(39)

Substituting Eqs. (31), (32), and (38) into Eq. (39) yields:

φ (s) = ωc (s + ω0)
2

n0s4 + n1s3 + n2s2 + n3s + n4

(40)

where⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n0 = b0LC
n1 = b0RC + b0LCω0 + b0LCωc

n2 = b0RCω0 + b0RCωc + b0 + ω0

n3 = b0ω0 + b0ωc + 2ωcω0 + ω2
0

n4 = ω2
0ωc

(41)

The values of observer bandwidth and controller bandwidth in Eq. (41) are taken to be positive,
and the values of b0, L, C, and R are all positive, and it follows that the values of n0, n1, n2, n3, and n4

are all positive. According to the Lienard-Chipart stability criterion, then:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Δ1 = n1 > 0

Δ3 =
∣∣∣∣∣∣
n1

n0

0

n3

n2

n1

0
n4

n3

∣∣∣∣∣∣ = n1n2n3 − n0n2
3 > 0

(42)

From Eq. (42), it can be demonstrated that the structure proposed in this article fulfills the
necessary conditions for system stabilization.

3.4 Parametric Design of ILADRC Based on IGWO-RBF
From the above analysis, it can be concluded that the simplicity of ILADRC lies in the fact that

only ωc and ω0 need to be adjusted. It is mentioned in the literature [21] that the controller bandwidth
has a certain proportionality with the observer bandwidth: ω0 = (2 ∼ 10) ωc, and ω0 = 4ωc is usually
selected, so the parameter to be determined is changed from two to one, i.e., ωc. In this article, the RBF
neural network online training method is utilized for the selection of the controller bandwidth ωc.

For the center and width vectors of radial basis functions in RBF, this paper uses the improved
gray wolf optimizer (IGWO) to optimally select these two parameters. The new improved algorithm
IGWO-RBF neural network is utilized to finalize the controller bandwidth.
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As shown in Fig. 12, the input to the RBF neural network is:
→
x = [x1, x2]

T (43)

where x1 = y, x2 = u.

Figure 12: RBF neural network structure diagram

The neural network implicit layer output is:

gi = exp

⎛
⎜⎝−

∥∥∥→
x − →

ci

∥∥∥2

2b2
i

⎞
⎟⎠ , i = 1, 2, . . . , 5 (44)

where ci is the center vector and bi is the width vector.

Optimize the center vector and width vector in Eq. (44), this paper adds the improved Cubic
chaotic mapping function to realize the initialization of the position distribution of wolves based on
the traditional gray wolf algorithm to make its distribution more random, and the mapping function
is shown in Eq. (45):

xn+1 = ρxn

(
1 − x2

n

)
(45)

where the initial value of xn is x0, which takes a value between 0 and 1, and ρ is a control parameter,
which usually takes a value of 2.59.

The RBF neural network output layer input is:

y = w1g1 + · · · + w5g5 (46)

where wi is the connection weight between the implicit layer and the output layer.

The output of the RBF neural network results in:

ωc = f (y) (47)

where f (x) is the activation function of the output layer with the specific expression:

f (x) = mex

ex + e−x
(48)
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where m is the upper limit factor of the controller bandwidth.

The performance index function of the neural network in this article is:

E (k) = 1
2

(u0 (k) − u (k))
2 (49)

where u0 is the rated voltage of the d-axis and u is the current voltage of the d-axis. The weights are
modified through a process known as gradient descent. The adjustment formula is expressed:⎧⎪⎨
⎪⎩

Δwi = ∂E (k)

∂ui (k)
= (u0 (k) − u (k)) hi (k)

wi (k) = wi (k − 1) + ηΔwi (k) + α [wi (k − 1) − wi (k − 2)]
(50)

where η is the learning factor and α is the inertia factor.

The following outlines the implementation steps of the IGWO-RBF neural network model:

Step 1, initialize each parameter of the RBF neural network and the improved gray wolf algorithm.

Step 2, adopt the position update formula of the improved gray wolf algorithm to update the
current position of the gray wolf, and use it as the center and width vectors of the RBF neural network
to train the network.

Step 3, calculates the adaptation value of the gray wolf, determining whether it is less than the
average value, and optimally determining the optimal update position.

Step 4, determine whether the number of iterations is reached or a set accuracy value is reached,
if so, output a set of theoretically optimal parameters, if not, repeat from Step 2.

Step 5, assigns the optimal parameters to the RBF neural network, and the RBF neural network
outputs the controller bandwidth at the current moment, which is substituted into ILADRC to obtain
the output y.

Step 6, the error calculation is performed based on the output, if it does not meet the requirements
then the weights are adjusted and updated, repeating from Step 2.

To verify the superiority of the IGWO-RBF algorithm proposed in this paper in the ILADRC
control strategy, the second-order system in Eq. (51) is used as an example for simulation verification:

G (s) = 5
s2 + s + 1

(51)

Simulation condition: the input signal is a step signal, the initial value is taken as 1, and it steps
to 2 at 3 s, then a perturbation signal is added at 6 s, and the simulation results are shown in Fig. 13.
From the figure, at 3 s, the IGWO-RBF-ILADRC control strategy reaches the steady state value earlier
than the RBF-ILADRC control strategy, and at 6 s, with the addition of the perturbation, the output
signal also has some fluctuations, but the fluctuation amplitude of the IGWO-RBF-ILADRC control
strategy is low, and it can recover the steady state value quickly. Comprehensive analysis can prove
that the IGWO-RBF-ILADRC control strategy proposed in this paper is superior to the traditional
RBF-ILADRC control method and has stronger anti-interference ability.
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Figure 13: Comparison of the performance of the IGWO-RBF algorithm

4 The Example Analysis

To verify the feasibility and superiority of the control method proposed in this article, a simulation
model of the VSG system based on ILADRC is constructed through the MATLAB/Simulink platform,
and the parameters of the model are illustrated in Table 1.

Table 1: VSG control model simulation data

Parameters Unit Number

DC voltage Udc V 750
Inverter side inductance L mH 3.2
Filter capacitors C μF 20
Rated frequency f Hz 50
Output phase voltage amplitude Um V 311
Rated power Pref kW 20
Moment of inertia J kg·m2 0.2
Damping factor Dp N·s/m 20

4.1 Case 1: Simulation Analysis under Active Power Perturbation
Set the simulation conditions: the active power command changes from the original 20 to 10 kW

at 0.5 s, and after 0.5 s, it returns to 20 kW at 1 s, and the simulation comparison and analysis are
shown in Fig. 14.
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(a) Comparison of active power under three control methods (b) Frequency comparison under three control methods

(c) THD% with PI control at 0.5 s (d) THD% with LADRC control at 0.5 s
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(e) THD% with ILADRC control at 0.5 s (f) THD% with PI control at 1 s

(g) THD% with LADRC control at 1 s (h) THD% with ILADRC control at 1 s

Figure 14: Active power disturbance analysis

In Fig. 14a, the active power changes are comparatively analyzed under the PI control strategy,
LADRC control strategy, and ILADRC control strategy. It can be found by comparison that at 0.5 s,
the power command decreases, and all three control strategies have a certain degree of overshooting
fluctuation, in which the overshooting amount is 9.66% under PI control, 6.95% under LADRC
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control, and 4.44% under ILADRC control. The ILADRC control method proposed in this paper
is found to have the lowest overshoot, and therefore, its anti-interference ability is also stronger. In
terms of regulation time, the regulation time under PI control is 0.25 s, while the difference between
the regulation time of LADRC control and ILADRC control is not much, both of them can reach the
new steady state value in 0.2 s. The power command is restored to 20 kW at 1 s. At this time, the over-
regulation under PI control is 5.12%, under LADRC control is 3.63%, and under ILADRC control
is 2.33%. In comparison, it is found that the overshoot of the ILADRC control method proposed in
the article is still the smallest, and it is also the strongest for the system’s anti-interference ability. In
terms of regulation time, the regulation time of PI control is 0.24 s, and the difference between the
LADRC control method and the ILADRC control method is not much, which is 0.2 s. In Fig. 14b,
it is the comparison of the system frequency changes under the three control methods, and in terms
of overshooting, the maximal overshooting amount of the PI control method is 0.48%, the LADRC
control method is 0.36% and the ILADRC control method is 0.33%. In terms of regulation time, the
regulation time of the PI control method is 0.25 s, and the regulation time of the LADRC control
method and ILADRC control method is 0.2 s. Overall, the control method proposed in this text
has certain advantages in terms of anti-interference ability and the ability to make the system restore
stability quickly.

Fig. 14c–h displays the harmonic distortion rates of the system’s grid-connected current at 0.5 and
1 s for the PI, LADRC, and ILADRC control methods. At 0.5 s, the THD% for the PI control method
is 4.51%, for the LADRC method is 2.96%, and for the ILADRC method is 2.89%. The ILADRC
method reduces THD% by 1.62% compared to the PI method and by 0.07% compared to the LADRC
method. At 1 s, the PI method has a THD% of 6.83%, the LADRC method 5.07%, and the ILADRC
method 4.86%. The ILADRC method reduces THD% by 1.97% compared to the PI method and
by 0.21% compared to the LADRC method. This analysis shows that the proposed control method
enhances the power quality of the grid-connected system compared to traditional methods.

4.2 Case 2: Simulation Analysis under Grid Frequency Disturbances
Set the simulation conditions: the power grid frequency drops from the original 50 to 49.8 Hz at

0.5 s. After 0.5 s, it returns to 50 Hz at 1 s. The simulation comparison analysis is shown in Fig. 15.

In Fig. 15a, the changes in active power under the PI control strategy, LADRC control strategy,
and ILADRC control strategy are comparatively analyzed. Through comparison, it can be found that
the decrease in grid frequency leads to an increase in system active power. During the change process,
all three control strategies have certain fluctuations. Among them, the maximum overshoot under PI
control is 4.25%, the maximum overshoot under LADRC control is 3%, and the maximum overshoot
under ILADRC control is 0.91%. It is possible to see that the overshoot of the PI control method is
the largest, while the overshoot of the control method proposed in this article is small, almost zero.
From the perspective of adjustment time, the adjustment time under PI control is 0.2 s, while the
adjustment time under LADRC control and ILADRC control is not much different, and the new
steady-state value can be reached after 0.15 s. We should find that the overshoot of the ILADRC
control method proposed in this text is still the smallest, and the anti-interference ability of the system
is also the strongest. In Fig. 15b, the changes in system frequency under the three control strategies
are compared. Regardless of the overshoot or the adjustment time, at the beginning and end of the
system frequency decrease, the strategy proposed in this article can Quickly reach a new stable state
and has strong anti-interference ability.
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(a) Comparison of active power under three control methods (b) Frequency comparison under three control methods

(c) THD% with PI control at 0.5 s (d) THD% with LADRC control at 0.5 s

(e) THD% with ILADRC control at 0.5 s (f) THD% with PI control at 1 s
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Figure 15: Grid frequency disturbance analysis
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Fig. 15c–h shows the harmonic distortion rates of the grid-connected current at 0.5 and 1 s
for the PI, LADRC, and ILADRC control methods. At 0.5 s, the THD% is 2.54% for PI control,
2.51% for LADRC control, and 2.35% for ILADRC control. The ILADRC method reduces THD%
by 0.19% compared to the PI control and by 0.16% compared to the LADRC control. At 1 s, the
THD% is 1.84% for PI control, 1.82% for LADRC control, and 1.66% for ILADRC control. The
ILADRC method lowers THD% by 0.18% compared to the PI control and by 0.16% compared to
the LADRC control. This analysis indicates that the proposed ILADRC method achieves the lowest
harmonic distortion rate, enhancing the power quality of the grid-connected system, especially when
grid frequency decreases.

5 Conclusions

In the article, the traditional PI control in VSG is improved, and LADRC is used to replace
the PI control part in the voltage outer loop because of its strong anti-interference ability and fast
dynamic response. Aiming at the problem of weak error tracking ability of traditional LADRC,
it is improved by utilizing the deviation principle to obtain the ILADRC strategy used in this
paper. Through the theoretical proof and the establishment of the corresponding simulation model,
the following conclusions can be obtained: firstly, the ILADRC-based VSG grid-connected control
method proposed in the article is proved to have strong tracking ability for system disturbances or
external disturbances through theoretical analysis; secondly, for the problem of difficult to determine
the bandwidth of the controller of the core parameters of the ILADRC, the IGWO-RBF proposed in
this paper can be optimized through online tuning and optimized through the IGWO-RBF proposed
in article. The neural network should be optimized online, which reduces the difficulty of parameter
determination greatly; finally, from the beginning of the perturbation to reach the new steady state,
the time used is shorter, and system overshoot is smaller, which affects system stability, so that the
power quality of distributed power grid-connected power quality has been improved, and the system’s
anti-interference ability has been improved. However, there are still some limitations in this paper, the
method proposed in this paper is only simulated and verified in a single VSG, and not verified in a
dual or multi-computer side-by-side VSG model, and the unfinished work will be taken as the content
of further research in the later stage.
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