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ABSTRACT

Considering the widening of the peak-valley difference in the power grid and the difficulty of the existing fixed
time-of-use electricity price mechanism in meeting the energy demand of heterogeneous users at various moments
or motivating users, the design of a reasonable dynamic pricing mechanism to actively engage users in demand
response becomes imperative for power grid companies. For this purpose, a power grid-flexible load bilevel model
is constructed based on dynamic pricing, where the leader is the dispatching center and the lower-level flexible
load acts as the follower. Initially, an upper-level day-ahead dispatching model for the power grid is established,
considering the lowest power grid dispatching cost as the objective function and incorporating the power grid-
side constraints. Then, the lower level comprehensively considers the load characteristics of industrial load, energy
storage, and data centers, and then establishes a lower-level flexible load operation model with the lowest user
power-consuming cost as the objective function. Finally, the proposed method is validated using the IEEE-118
system, and the findings indicate that the dynamic pricing mechanism for peaking shaving and valley filling
can effectively guide users to respond actively, thereby reducing the peak-valley difference and decreasing users’
purchasing costs.
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Nomenclature

Indices

i,j Indices of all nodes

v Indices of all generators

t Indices of periods

d Index of electricity demands

N Index of different kinds of load
L Index of industrial load

C Index of storage stations

D Index of data centers
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Variables and Functions

P¢ The active generation of generator v at time ¢

P, The transmission capacity of the line between node i and j
01,0, Voltage angle of node i and j at time ¢

dpry, The variation of load d responds to demand response at time ¢
cr, The unit electricity consumption cost of load d at time ¢

Ay, The interactive data allocated to data center d at time ¢

A, The batch processing data allocated to data center d at time ¢
Sas The data storage capacity of the data center d at time ¢

A The total batch processing data processed by data center d at time ¢
Ps, Refrigerating active power of data center d at time ¢

P IT power consumption of data centers d at time ¢

Pr, The consumption of electricity demand d at time ¢

Parameters and Constants

ce The feed-in tariff of generator v at time ¢

by The susceptance of the line between node i and j

P The maximum transmission capacity of line allowed between node iand j

Pom The maximum active generation of generator v

Ramp The ramping coefficient of generators

P The average load at various times of a day

n The target of the power grid’s peaking shaving and valley filling

m The penalty considering the comfort level of industrial users

ky The cost coefficient of energy storage station charge and discharge amount

8v, 8% The upper and lower adjustable limit of the load

ks, ks The charging and discharging velocity limit coefficient of the energy storage station

Pomex The maximum capacity of the energy storage station

AT The total interactive data demand generated by users at time ¢

A% The total batch processing data demand generated by users at time ¢

B, The transmission bandwidth from front-end serves to data center d

St max The maximum data storage capacity of data center d

k, The correlation coefficient of batch processing data processing capacity limit of data
center d

ks The conversion coefficient between the processing amount of data and electricity
consumption

R, The thermal resistance of data center

Ty, T The indoor and outdoor temperatures of the data center

e, T The upper and lower limits of the data center’s indoor temperature

1 Introduction

In November 2021, a document on “Guiding Opinions on Accelerating the Construction of a
National Unified Electricity Market System” was considered and adopted by the 22nd Meeting of the
Central Committee for Comprehensively Deepening Reform. The importance of actively promoting
the establishment and improvement of the electricity price system and guiding user participation in
demand-side response through reasonable pricing to reduce the peak-valley difference is strongly
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emphasized in the document. As society advances, there is an increase in electricity demand, and
the widening of the peak-valley difference in the power grid is observed. Meanwhile, the increasing
proportion of renewable energy sources such as wind and photovoltaic power year by year contributes
to further widening the uncertainty in the peak-valley difference in the power grid [1-5]. However, an
excessive widening of this difference could result in stress on the power supply during peak hours and a
decrease in power supply reliability. Given the inability to store electricity on a large scale, conventional
power grids address power supply stress by increasing investment in infrastructure equipment to ensure
real-time power balance. Nevertheless, this approach generally results in overinvestment and inefficient
utilization of social resources.

The reliability of microgrids can be enhanced by wind-solar hybrid power generation. Apart from
this, to address this issue, ensure power system stability, enhance the renewable energy accommodation
capability of the power grid, reduce the peak-valley difference in the power system, and delay
constructive investment of the power grid, the concept of demand-side management (DSM) was
introduced. The concept of electrical DSM was proposed by the American Electric Power Research
Institute in the 1980s [6], and it has gained increased significance in enhancing system reliability [7].

Users responding to price signals or incentive mechanisms to alter their conventional electricity
consumption methods constitute a demand-side response [8]. This behavior has found extensive
application in the electric power market, particularly with the widespread integration of intelligent
facilities such as smart electrical equipment and advanced metering infrastructure. These technologies
enable independent system operators to achieve more detailed and accurate demand-side responses
[©]. Demand-side response encompasses two primary types: incentive-based and price-based demand-
side responses [10,11], with time-of-use (TOU) electricity price serving as a crucial approach to
achieving demand-side response. Most existing literature concentrates on TOU electricity prices. For
instance, in reference [12], a mixed optimization strategy involving a genetic algorithm and mixed
integer linear programming is proposed. By comparing the results of optimized and unoptimized
cases, the study confirms that the TOU electricity price not only reflects the value of electricity but
also has positive guiding effects on user behavior. In reference [13], power demand price elasticity is
employed to assess changes in users’ electricity consumption due to fluctuating electricity prices. This
establishes a model for users’ response to TOU electricity prices, and the impact of demand response
under optimized TOU electricity prices is analyzed using a soluble ideal of a genetic algorithm. The
implementation mechanism of peak electricity prices is theoretically explored in reference [14] using a
price elasticity matrix to measure users’ responses to peak electricity prices. The study analyzes optimal
implementation strategies for peak electricity prices and validates the effectiveness of the method
through simulation examples.

Users’ behavior of electricity consumption can be effectively guided by a reasonable peak-valley
TOU price. Important research gaps have been identified despite the substantial body of existing
literature. First, since the implementation of TOU in some regions, the setting of time intervals
and TOU prices have remained unchanged for several years. The energy demand of diverse users at
different times or the motivation of users cannot be addressed by the existing fixed TOU electricity
price mechanism. With the rapid development of smart grid construction, the interactive response
ability of users is advancing; therefore, the establishment of a dynamic adjustment mechanism for the
division of time intervals and TOU prices becomes necessary. Relevant research has been conducted
by scholars in this regard. In reference [15], a qualitative econometric model of large user response
to TOU was proposed but without a quantitative description. Second, the load model constructed in
the existing literature is too simple and does not consider more load types. For instance, reference
[16] proposed a double-layer optimization model for peak-valley TOU price by electricity-selling
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enterprises and verified that the obtained peak-valley TOU pricing package could guarantee the
interests of both parties and effectively guide industrial users toward reasonable electricity use that
cut peak and fill valleys. However, the load model type is single, necessitating the incorporation
of more types of loads to simulate real market conditions. A method of demand modeling for the
electricity market involving the application of day-ahead real-time pricing is proposed in reference
[17]. However, the demand model failed to consider the various market entities in our daily lives.
In reference [18], a parametrized meta-strategy for dynamic pricing was proposed, and suitable
strategies for given scenarios were identified through offline optimization using a population model.
Nevertheless, the reliance on accurately obtaining suitable parameters based on the population and
job distribution makes this model challenging. In reference [19], an approach based on elasticity
transfer and reinforcement learning was proposed, but this model is difficult to solve by existing
commercial/free solvers. Reference [20] investigated real-time pricing problems based on switched
Markov chain models and welfare maximization, but with the assumption that the utility parameter
is constant. However, the utility parameter for each consumer may be private, potentially rendering
the method challenging to apply in practical situations. Reference [21] investigated the contribution
of real-time pricing to the effects of charging electric cars but failed to investigate the impacts of load
demand with high price elasticity.

In this study, a power grid-flexible load bi-level operation model based on dynamic price is
constructed to enhance the activity of the demand side, reduce the peak-valley difference, and enhance
the security of the power grid. The optimization objective of the upper layer model is the lowest
dispatching cost of the power grid, and the constraints of power grid operation security are considered.
The optimization objective of the lower model is the lowest power purchase cost for users. In the lower
model, various flexible loads (such as industrial loads, energy storage, and data centers) are considered
in the simulation of actual scheduling, and various users are considered in the subsequent example
analysis. The dynamic price is investigated to motivate the demand side and quantify the day-head
dispatchable potential of the demand side. The pseudocode algorithm was employed to iteratively
solve the two-layer model, and the findings demonstrate that the TOU tariff mechanism can ensure
the interests of both parties and effectively guide the users’ electricity consumption behavior.

2 Power Grid-Flexible Load Bi-Level Operation Model Based on Dynamic Price

2.1 Analysis of Bi-Level Model Framework

In the actual power grid operation process, the load curve is obtained by the dispatching center
through the capacity reported by power generators and the historical electricity consumption data of
users. Subsequently, the electricity price is determined through market clearing and is then released
to users. This electricity price can guide users’ purchasing behavior and optimize the load curve.
Under the dynamic price mechanism, the load can provide real-time feedback regarding the actual
load quantity to the dispatching center. After getting this real-time and accurate load information, the
dispatching center can once again obtain a new TOU electricity price through market clearing. The
new TOU electricity price can effectively guide customers to use electricity more orderly and make
decisions to maximize social welfare. As shown in Fig. 1.

Bi-level planning is an approach that simultaneously represents upper and lower levels [22-25].
The concept of bi-level optimization has been adopted by numerous existing research. For instance,
in reference [26], the dynamic pricing problem in both the electricity and natural gas retail markets is
investigated under existing network constraints by establishing a “dual leader multi-follower” bi-level
model. The researchers transformed the original model into an equilibrium problem with equilibrium
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constraints, and the effectiveness of the approach is verified by testing the results of the simulations.
In reference [27], a coordination and optimization method for energy storage and electricity price is
developed, enhancing the local consumption capacity of renewable energy through the construction of
a source-load-storage bi-level optimization model. In the context of an electricity market environment,
reference [28] developed a microgrid bi-level economic dispatching optimization model, demonstrating
that microgrids can achieve improved economic benefits under the electricity market competition using
this model. Furthermore, in reference [29], a bi-level optimal low-carbon economic operation model
for the regional integrated energy system was proposed, and the numerical results demonstrate that
the optimal operating model with the proposed carbon pricing method can effectively reduce carbon
emissions.

1. Forecast the day-ahead load curve according to the
historical electricity consumption data and publish the TOU
Mission price,

1SO 2. After obtaining the real electricity consumption data of ]
users, the market is cleared with the goal of the lowest power
generation cost, and the dynamic TOU price obtained by this
clearing is released. i
forecast load time-of-use
curve electricity

price
electricity consumption
behavior

The flexible load in the lower layer responds to
dispatch with the goal of the lowest energy cost
after the comfort penalty is taken into account,
and the actual electricity consumption
information is reflected to ISO

energy storage industrial load data centers
stations

Figure 1: Schematic diagram of bi-level optimization

The price of commercial electricity is no longer fixed for flexible load and load aggregators. Under
the demand response mechanism, the marginal cost of flexible load and load aggregator will vary at
different times. The cost of load energy consumption is high at the peak of load demand, whereas
the cost of load energy consumption is low at the valley of load demand. Leveraging the flexible and
adjustable characteristics of load to respond to demand can reduce the energy consumption cost of
users and reduce the peak-valley difference in the grid.

In single-level optimization, private information of generators and consumers must be transmitted
to the dispatch center, leading to significant privacy information leakage. To address this issue, this
study adopts a two-layer optimization model that only necessitates the transfer of the lower-level
demand, thereby alleviating privacy concerns.
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2.2 Upper-Level Day-Ahead Dispatching Model for Power Grid
In the upper-level optimization model, the aim is to minimize the power grid dispatching cost, as
defined in Eq. (1).

min Z C P (1)

Here, the composition of the dispatching cost only includes the generation cost, while the start-
up and shut-down costs of the unit are not considered, and the unit cost of electricity generation is
assumed to be fixed.

Eq. (2) represents the transmission power balance constraints for various lines. Eq. (3) represents
the linearized power flow constraints for various lines. Eq. (4) limits the transmission power balance
across different lines. Eq. (5) establishes the lower and upper limits on the active production of each
generator. Eq. (60) limits the ramping rate of each generator. Eq. (7) represents the target constraints
for the power grid’s peaking shaving and valley filling.
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2.3 Lower-Level Flexible Load Operation Model

The performance of demand response projects is significantly influenced by participant rates,
consumers’ response characteristics, and their abilities [30]. In this study, a lower-level flexible load
operation model is constructed to simulate the actual operation scenarios. In the case of day-ahead
scheduling, a specific amount of translation occurs in each task period. In the lower level, the aim is
to minimize the users’ purchasing cost while considering the comfort level penalty, as illustrated in
Eq. (8).

Z —dP%) +m2 (dPL) + ki D (dPS,) Z (P2, —dP?) (8)

The accuracy of the experimental results is determined by the accuracy of the lower-level load
model and constraints.

< P¢™ . Ramp (6)

2.3.1 Industrial Load

Industrial load, often characterized as a continuous production load, has the following advantages
when participating in demand response:

1) large load capacity, which can provide a substantial dispatchable demand response capacity;
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2) stable load demand, which has a high controllable degree;
3) centralized load distribution, which can be managed centrally.

Eq. (9) represents the quantity of shiftable load in a single time, while Eq. (10) represents the total
day-ahead consumption of electricity demand.

— Py 8" < dPj, < P 8° ©)

> dPi, =0 (10)
d,t

Here, §V and 8” represent the upper and lower adjustable load limits, respectively.

2.3.2 Energy Storage Stations

As the peak-valley difference in the power grid gradually increases, meeting the requirements of
the secure and economical operation of the power grid only through the original generation-side active
power regulation method becomes challenging. As modern electric power technology and materials
science continue to advance, energy storage battery technology has gradually emerged as a crucial
method for active power regulation of the power grid. This method can effectively achieve DSM,
mitigate peak-valley load differences, and enhance the utilization and economic benefits of the power
system.

— ko, P{™ < dPS, < ky P{™ (11)
0<P, <P;™ (12)
Py, +dPj, =P, (13)

Eq. (11) represents the charging and discharging velocity of energy storage station d at time
t; Eq. (12) represents the charging volume limits of energy storage stations; Eq. (13) establishes a
relationship between the electricity of energy storage stations before and after the moment. P{™>
represents the maximum capacity of the energy storage station; k,, k; represent the charging and
discharging velocity limit coefficient of the energy storage station.

2.3.3 Data Centers

A data center is an entity comprising computer sites, infrastructure, software and hardware
information resources of information systems, etc. Recently, the growth of the digital economy has
led to continuous expansion in both the individual scale and the number of data centers. However,
as the “major energy consumer,” the electricity consumption of data centers currently constitutes
approximately 3% of global electricity consumption, and it is growing rapidly at the rate of over 10%
yearly. Based on users’ different time limit requirements for data processing, data can be categorized
into two types: batch processing data and interactive data, where interactive data has a low delayed
tolerance and must be processed timely, whereas batch processing data has a high delayed tolerance
and can be postponed. Furthermore, data can be transferred between various data centers, facilitating
transfer from areas with power supply shortages to areas with surplus power supply. Due to the spatial-
temporal adjustable characteristics of data centers, they can be seen as a crucial load participating in
demand response. Reference [31] introduced the energy consumption structure and the basic model of
energy consumption cost optimization of data centers. Reference [32] summarized the implementation
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approaches and scope of TOU at home and abroad, discussed the limitations of the TOU system, and
proposed suggestions and ideas for developing TOU.

The following assumptions were made so that the final model is linear: the differences in server
power consumption in complex multi-working conditions and server power consumption in standby
conditions are not considered. Instead, the IT power consumption of the server changes linearly with
the amount of data processed. A detailed model is desirable but would result in model intractability.
Our selection achieves a balance between model accuracy and solvability.

The model of a data center can be constructed as follows:

M= (14)
y

=3 a9
1

Mgy + 2, < By (1o

Sa = Spi + A% — S (17)

Seimax =0 (18)

Sii < Sumax 19)

Sii"" < KaSman (20)

The distribution of interactive data and batch processing data at time ¢ is demonstrated in Eqs. (14)
and (15), respectively; Eq. (16) represents the transmission bandwidth limit of the data center; Eq. (17)
is the data storage capacity of data center d at time #; Eq. (18) indicates that batch processing data must
be processed completely at the last moment of a time; Eq. (19) defines the data storage limit of data
center, and Eq. (20) denotes the batch processing data processing capacity limit of data center d.

The power consumption for calculating within the data center is associated with the amount of
data effectively processed by the data center, which can be formulated as follows:

P = ks (S + 25 1)
) ) 7"[1'}1[ _ 7"[()1;[
(T4, = Ti)/ Ry = Pl = Pl — == (22)
d
"< T, <1T;™ (23)
P} =P} + P}, (24)

In summary, a two-layer model power grid-flexible load bi-level operation model based on
dynamic price was proposed. The upper level encompasses the day-ahead dispatching model for the
power grid, incorporating Eqs. (1)—(7). The lower level comprises a flexible load operation model,
encompassing Eqs. (8)—(24).
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3 Solution Methodology

In the proposed framework, even though the upper- and lower-levels involve different decision
variables (electricity price and electricity consumption), they are interrelated. The flexible load in the
lower-level adjusts its electricity consumption behavior based on the TOU electricity price released
by the upper-level power grid dispatching to achieve the lowest electricity purchase cost. The goal is
to determine an optimal TOU price that balances and optimizes the dispatching cost of the upper-
level grid and the purchasing cost of the lower-level flexible load. Under this equilibrium, no system
operators can identify a unilateral deviation to reduce self-operating costs. In this study, the bi-level
model is solved by iteratively updating variables (TOU price, and the subsequent change in lower-level
users’ electricity consumption) to obtain the operation equilibrium, the optimal TOU price, and actual
users’ electricity consumption information. It is important to note that this problem is convex and can
be solved efficiently.

As shown in Table 1. Algorithm 1 presents the pseudocode for solving the proposed model. In
line 1, the algorithm has two inputs: §, representing the convergence tolerance, and K, representing
the maximum number of iterations. Line 2 initializes the user’s unit energy consumption cost and
electricity consumption. Lines 3-8 constitute the primary loop. In line 4, the initial energy cost of the
users is obtained by solving the power grid-flexible load bi-level operation model based on dynamic
price. The bi-level model is solved in line 5 to obtain the new user’s unit energy consumption cost,
electricity consumption, and total energy consumption cost. The index A, that measures the difference
between the user energy consumption cost in two consecutive iterations is also computed. Line 6
updates the decision variables of the upper-level and lower-level (user’s unit energy consumption cost,
user’s electricity consumption). The algorithm lasts for at most K iterations or until the index A, is
within the tolerance § defined in line 8.

Table 1: Pseudocode of Algorithm 1

Algorithm 1: Lagrangian decomposition

1: Input: § and K;

2: Initialize: k < 1; initialize value for C7,
3: Repeat:

4: With the fixed unit electricity consumption cost C), VN, d, t and consumption of electricity
demand P VN, d, t, solve the power grid-flexible load bi-level operation model based on
dynamic price (1)—(7) and (9)—(24) to obtain 0bj,,

obj, < > CL (P:, —dPL) +mY (dPL) + kY (dPS) + 3 CP, (P, — dP?);

t

VN,d,tand P, VN,d,t,

5: Solve the power grid-flexible load bi-level operation model based on dynamic price (1)—(7) and
(9)~(24) to obtain new obji,(C),) * VN, d, t, (PY,) x VN, d,t. Let A, = obj, — obj,_i;

6: C), < (C}) *VN,d,t,and P}, < (P}) xVN,d,1,

Tk < k+1;

8 Untill A, >0o0rk > K+ 1.

Finally, it is worth noting that the convergence of this Lagrangian algorithm has been analyzed
in [33].
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4 Results

This study uses the IEEE-18 system, and data are sourced from matpower, employing the
CONOPT solver in GAMS for simulation. The hardware environment of the testing system was AMD-
5600H Radeon R5 3.30 GHz and its memory was 16 GB. Fig. 2 illustrates the topology of the test
system.

L

57 j_.58 63
51 0
50 [
64
E :
T
11 @_

25
L
1_&‘

&

1 2
— ]
3
%411
6
5
1
«t

9

95 J{9_4 v
93 L1108
7 d 109
] 103
102~ J101 ¥ %112

111

Figure 2: Topology of the IEEE 118-bus test system

4.1 Interactive Peak-Shaving Effect Analysis under Dynamic Price

First, a comparison is made between the results regulated by dynamic price and those regulated
by fixed price. Here, the fixed TOU electricity price employs Tianjin TOU electricity price data, and
the comparison result is illustrated in Fig. 3.

The variation of the load curve under the two pricing schemes is illustrated in Fig. 4, and the
detailed peak shaving and valley filling at the crucial moment are summarized in Table 2.

The users’ electricity purchasing and power grid dispatching costs under three different situations
are shown in Table 3.

Mitigating the peak-valley difference can alleviate the power supply pressure, enhance power
supply reliability, and improve the efficiency of power resource use. Meanwhile, excessive peak-valley
differences can impact the formulation of TOU. Thus, this study employs the peak-valley difference
as the evaluation criterion.
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Figure 3: Comparison of TOU and dynamic electricity prices
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Figure 4: Variation of load curve in different scenarios

Table 2: Load variation at several critical moments

Time period (h) Initial load curve Time-of-use electric price  Dynamic electric price
(MW) (MW) (MW)
4:00 2084 2219 2219
5:00 2034 2167 2167
11:00 3718 3736 3518
12:00 3641 3582 3541
19:00 4161 3890 3890
20:00 4306 4050 3998
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Table 3: Comparison of total user and grid dispatching costs under three scenarios

Total user cost ($) Grid dispatching cost ($)

Initial load curve 6182433 2766359
Time-of-use electric price 6163110 2761665
Dynamic electric price 6071556 2805331

Based on the above findings, it can be observed that the peak-valley difference under the
dynamic pricing mechanism reduces by 1.31% compared with that under the fixed pricing mechanism.
Furthermore, users’ electricity purchasing costs reduce by 1.48%. Here, the peak-valley difference
refers to the difference between the peak load consumption and valley load consumption in a complete
period, specifically a day.

4.2 Analysis of Impact Caused by Load Comfort Level Penalty

When consumers participate in demand response, they might decrease electricity consumption at
peak times and increase it at bottom times, thereby impacting users’ comfort levels. In this regard,
a comfort level penalty is incorporated into users’ electricity purchasing costs, and the impacts of
different comfort level penalties on regulation results are discussed below.

The load curve under three comfort level penalties is illustrated in Fig. 5.
4400 - T |
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3200
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2600

2()()() L L L L L L J
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Time(h)

Figure S: Variation of load curve under different load comfort level penalty

Fig. 6 shows the users’ electricity purchasing costs under different penalty coefficients.

As the load comfort level penalty coefficient increases, users’ willingness to participate in demand
response decreases. Compared to the case when m = 1, the peak-valley difference in the power grid
when m = 5 reduces by 1.31%; while that when m = 20 reduces by 0.82%. With an increase in m,
users’ electricity purchasing costs also experience an initial increase. With a further increase in m,
users’ electricity purchasing cost might decrease because users’ willingness to participate in demand
response and comfort level penalty are both decreasing.
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Figure 6: Cost of purchasing electricity under different penalty coefficients

4.3 Impact of Demand Level on Dynamic Price

The results are subsequently tested under various types of load curves that consider heterogeneous
users and their different electricity consumption behavior.

4.3.1 20% Reduced Level of Demands

This subsection analyzes the situation where the load is reduced by 20%, and the findings are
illustrated in Fig. 7.
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Figure 7: Comparison of TOU and dynamic electricity prices

As shown in Fig. 8, Tables 4 and 5, it was discovered that the peak-valley difference under the
dynamic price mechanism decreases by 1.07% compared with that under the fixed TOU electricity
price mechanism, and users’ electricity purchasing cost also reduces by 1.21%. The decreasing
proportion of the peak-valley difference between the power grid and users’ electricity purchasing costs
are both lower than that in the base case when the load reduces by 20%. Thus, the dynamic price
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mechanism proposed in this study exhibits more obvious effects on peak shaving and valley filling
when the power grid is overloaded.
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Figure 8: Variation of load curve in different scenarios

Table 4: Load variation at several critical moments

Time period (h) Initial load curve Time-of-use electric price ~ Dynamic electric price
(MW) (MW) (MW)
4:00 1667 1775 1775
5:00 1627 1733 1733
11:00 2957 2902 2815
12:00 2912 2842 2798
19:00 3229 3162 3135
20:00 3445 3221 3205

Table 5: Comparison of total user and grid dispatching costs under three scenarios

Pricing models Total user cost ($) Grid dispatching cost ($)
Initial load curve 4945947 2133269
Time-of-use electric price 4925919 2127393
Dynamic electric price 4866188 2170212

4.3.2 Special Load Curve in Summer

Unlike the common double peak and valley daily load curve, the typical weekday load curve
in summer exhibits a distinct triple peak and valley. Here, the fixed TOU electricity price employs
Guangdong Province TOU electricity price data and introduces the concept of a critical peak price in
summer. The price at the critical peak moment of the load curve increases by 25% compared with the
peak price. The findings are illustrated in Fig. 9.
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Figure 9: Comparison of TOU and dynamic electricity price

The concrete data after adjustment are illustrated as follows:

As shown in Fig. 10, Tables 6 and 7, it was discovered that the peak-valley difference under the
dynamic price mechanism decreases by 1.44% compared with that under the fixed TOU electricity
price mechanism, and users’ electricity purchasing cost also reduces by 2.76%.
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Figure 10: Variation of load curve in different scenarios

Table 6: Load variation at several critical moments

Time period (h) Initial load curve Time-of-use electric price ~ Dynamic electric
(MW) (MW) price (MW)

6:00 2672 2846 2846

7:00 2545 2710 2710

8:00 2693 2868 2868

12:00 4284 4009 4026

16:00 4326 4104 4045

17:00 3902 3809 3702
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Table 7: Comparison of total user and grid dispatching costs under three scenarios

Pricing models Total user cost ($) Grid dispatch cost ($)
Initial load curve 7176573 3142252
Time-of-use electric price 7104028 3135070
Dynamic electric price 6907852 3139115

5 Conclusions

As electricity demand increases and the proportion of renewable energy expands, the widening
of the peak-valley difference in a power grid becomes evident. To address this problem, a power
grid-flexible load bilevel model based on dynamic prices is proposed in this study. The upper-level
day-ahead dispatching model is designed to reduce the power grid dispatching costs, while the lower-
level flexible load operation model considers the operation characteristics of the industrial loads, data
centers, and power storage. The conclusions obtained from the simulation are summarized as follows:

(1) A power grid-flexible load bilevel model based on dynamic price is constructed in this study
while considering the influence of peaking shaving and valley filling on the load-side comfort level. The
optimal dispatch is achieved considering load-side peak shaving and valley filling incentive subsidy-
comfort level economic penalties.

(2) A dynamic price incentive mechanism for peak shaving and valley filling is proposed in this
study. The dynamic price mechanism can thoroughly explore the potential of the flexible load in
participating in peak shaving and valley filling compared with the conventional fixed price mechanism.

(3) Based on the findings, the power grid-flexible load bi-level operation model based on the
dynamic price proposed in this study can reduce the dispatching cost of the power grid and save energy
costs for users. This model is conducive to achieving a mutually beneficial interaction between the
power grid and users.

In future research, the flexibility of multi-energy demands and mobile energy storage could be
considered. In addition, the market power exercised by various market entities will be considered.
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