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Modeling a Discontinuous CVD Coating Process: I. Model Development and
Validation
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Abstract: A simplified 2D pseudo steady state
model was developed for an atmospheric chem-
ical vapor deposition (CVD) process on glass.
This is used to study the feasibility of converting
a continuous coating process to one with discrete
glass plates with a gap between them. A pre-
liminary estimate employing mass transfer cor-
relations suggested that there would be signifi-
cant concentration variations due to the gap be-
tween the plates. More detailed studies were done
by solving the model numerically employing a
finite difference scheme with a vorticity-stream
function formulation, and employing the commer-
cial computational fluid dynamics program FI-
DAP which employs a finite element scheme. The
equations for the velocity profile in the model
were solved with both methods and node by node
comparisons were carried out. The results showed
close agreement between both approaches which
indicated the applicability of the FIDAP program
to this problem. The results also indicated the va-
lidity of the pseudo steady state model developed
here. In a subsequent study a more detailed model
was employed with FIDAP to examine the effect
of the gap between the plates on the CVD coating
process [Lawrence, J.G.; Dismukes, J.P.; Nadara-
jah, A. (2007): FDMP: Fluid Dynamics & Mate-
rials Processing, vol.3,no.3,pp.255-264.].
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1 Introduction

Chemical vapor deposition (CVD) on glass is an
essential coating process for many applications,
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including automotive windshields, doors of large
consumer appliances such as conventional and
microwave ovens, and windows used in build-
ings. CVD glass coating was initially employed
during the 1970’s to produce reflective mirror
products [Callies, Albach, Conour and Herring-
ton (1987)]. Since then various coater designs
and modifications have been developed according
to needs. A continuous online atmospheric CVD
coater was jointly developed by Gordon (1997)
and McCurdy (1999) and was used for silicon de-
position from gaseous silane on continuous sheets
of glass.

This work examines the feasibility of transform-
ing this continuous coating process to a discrete
one. In the discrete process, glass arrives at
the coater as individual plates with gaps between
them. The modified coating process is illustrated
in Fig. 1. The central concern in this modification
is its influence on the uniformity of the coating.
The presence of the gap between the plates will
result in non-uniform gas flows and may cause
edge effects on the coatings.

While the effect of the discontinuity can be in-
vestigated experimentally, this is an expensive
and time consuming proposition. Mathematical
modeling offers a much better alternative and
has the added advantage of providing a funda-
mental understanding of the gas flow and mass
transfer processes for this application [Meyappan
(1995)]. The commercial availability of compu-
tational fluid dynamics (CFD) software packages
that can simulate a wide variety of industrial pro-
cesses further facilitates such studies. However,
before they can be utilized for reliably predicting
process behavior, the commercial software pack-
ages must be validated for that particular system.

This problem was analyzed in three stages. First,
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Figure 1: Schematic of CVD coater with discrete glass plates. The plates move on rollers through the
stationary coater. The gaps between the plates are visible.

a simplified analysis employing mass transfer cor-
relations was carried out to estimate the effect
of discrete plates on the uniformity of the coat-
ing. The purpose of this analysis was to provide
a rapid estimate of the magnitude of this effect
in order to decide if further analysis is necessary.
Second, a simplified analytical model was devel-
oped, along with a numerical scheme for solving
it. The model was also solved with a commer-
cial CFD program and the results from the two
approaches were compared. This allowed us to
test the validity of the commercial program to this
problem. The validation allowed the third and fi-
nal stage of this analysis to be carried out. This
involved the development of a more comprehen-
sive model and its solution solely with the CFD
program and this will be reported in a subsequent
publication [Lawrence, Dismukes and Nadarajah
(2006)]. This study will focus on the first two
stages.

2 Development of the Model

The 2D mathematical model was developed from
the existing coater design [Zhu (2000)] by using
simplified assumptions. Of particular interest in
this model was the inclusion of the gap between
the plates and their effect on the deposition pro-
cess. Neglecting the short stages when the gap is
directly below the reactant gas inlet and the spent
gas outlet, the model will focus on the process
when the gap is between them. Even in this re-
gion, unlike in the continuous process, the pres-
ence of the gap makes this a moving boundary
problem. The complexity of solving such a prob-

lem may obscure the result that is important here:
effect of the gap on the deposition rate. As a re-
sult, a pseudo-steady state model was employed
which freezes the location of the gap.

OutletInlet 

Glass Surface 

Gap

Glass Surface 

Coater Wall 

Figure 2: Section of the reactor used for numeri-
cal analysis.

The basis for the pseudo steady state model is
the very high gas flow rates compared with the
slow rate at which the plates move through the
coater. Any local flow effects due to the plate mo-
tion are, therefore, negligible. This also means
that location of the gap relative to the inlet (i.e.
upstream or downstream), will also have a neg-
ligible effect. The only effect of this motion is
on the location of the gap and how it affects the
flow field at that instant. Thus, a reasonable ap-
proach is to model this by a pseudo-steady state
model with the gap in a fixed position and the
gases flowing steadily. By carrying out different
steady state simulations with the gap at different
positions, it will be possible to examine the ef-
fect of gap motion on the coating process. The
2D model geometry is shown in Fig. 2. The inlet
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gases are assumed to be well mixed. Any reac-
tions in the gas phase are neglected, and the only
reactions considered are those with glass surface
due to the deposition.

The inlet concentration of the coating gases was
assumed to be 6% by weight [McCurdy (1999)]
with a volumetric flow rate of 4.78 slpm. For
these conditions the Reynolds number (Re) was
found to be between 7 and 25, which means the
flow is laminar. When the Grashof number (Gr)
was calculated, it was found that (Gr/Re2) ∼ 0.2
< 1. This means natural convection is much
smaller than forced convection and its effects can
be neglected [Curtis and Dismukes (1972)]. The
dominance of forced convection in this problem
also suggests that temperature and concentration
variations will be moderated in this process.

Even with the moderation of variations in tem-
perature and concentration, there can still be sig-
nificant variations in physical properties, such as
density, viscosity, conductivity, and specific heat.
However, if natural convection is excluded, none
of these variations will fundamentally affect the
transport process in the reactor. Most importantly,
these variations have little or no effect on the phe-
nomena of primary interest in these simulations,
namely the uniformity of the coatings. As a re-
sult the physical properties may be assumed to be
constant for these simulations. However, given its
direct relation to the coating process, the temper-
ature dependence of the deposition rate constant
was retained.

The chemical reactions in most metal oxide CVD
processes are extremely complex. The focus of
this study is on the uniformity of the coating pro-
cess which is more a function of the mass trans-
port processes in the reactor than the chemical re-
actions. As a result any chemical reactions in the
gas phase will be neglected and only the silane de-
composition to coat the glass will be considered
as a simple first order reaction boundary condi-
tion. With these assumptions, the set of equa-
tions for this study consists of the 2D conserva-
tion equations of mass, momentum, energy, and
species mass balance for the velocity v, pressure
P, temperature T and species concentration C as

given below [Slattery (1999)]:

∇ · v = 0, (1)

ρv ·∇v = −∇P + μ∇2v, (2)

v ·∇T = α∇2T, (3)

v ·∇C = D∇2C. (4)

Here ρ is the density, μ the viscosity, α the ther-
mal diffusivity and D the species diffusivity.

The boundary conditions for velocity are given
below.

At the inlet: vy = 0 and vx = Q/Ai, where Q is the
inlet volumetric flow rate and Ai the inlet cross-
sectional area.

At the top wall: vy = 0 and vx = 0.

At the bottom glass plates: vy = 0 and vx = -V ,
where V is the constant small velocity of the glass
plates through the coater.

At the outlet:
∫

v ·ndA = bias ·Q.

At the gap: − ∫
v ·ndA = (bias−1)Q, where the

bias is the ratio of coating gas flow rate at the out-
let vent to the inlet gas flow rate. The mass flow
rates at the outlets depend on the specified bias.

The temperature boundary conditions are given
below. The temperature at the walls and the gas
inlet are considered to be equal since the walls of
the reactor are preheated to the temperature of the
gases before they enter the reaction chamber. The
temperature of the entering gas at the gap could
be lower as it passes through unheated sections of
the coater, but it will be heated when it passes by
the superheated rollers and glass plates. As a re-
sult the temperature of the gas entering through
the gap is assumed to have the same temperature
as the inlet gas.

At the inlet, top wall and gap: T = T1

At the bottom glass plates: T = Tre f

The boundary conditions for species concentra-
tion are specified at the glass surface as a simple
first order reaction. The temperature dependence
of chemical reaction is in the form of the Arrhe-
nius equation. The heat generated by chemical re-
action on the glass surface was estimated to be 1.1
kJ/s, while the heat transfer rate from the gases to
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the glass surface was 45 kJ/s. Comparing the two
values, the heat generated due to chemical reac-
tion was neglected.

At the inlet: C = Cre f . At the top wall: ∂C/∂y = 0

At the gap: C = 0

At the bottom glass plates: D∂C/∂y = k0exp(-
E/RT)·C,

where k0 is the pre-exponent, E is the activation
energy of the deposition reaction and R the uni-
versal gas constant.

3 Estimates from Correlations

Before attempting to solve the domain equations
numerically, an initial estimate of the concentra-
tion along the length of the coater was obtained
by using correlations. The concentration vari-
ation from the leading edge of a discrete glass
plate can be readily estimated in this manner.
From the fluid properties in Table 1 [Dean (1992),
Perry and Green (1984)], the dimensionless num-
bers were calculated. The value for mass transfer
Prandtl number (Pr) was 0.1 which indicates that
the process is in the laminar low Prandtl number
region.

Table 1: Properties of inlet gases at 600K. Since
nitrogen is the principle component of the inlet
gases its properties are employed in the simula-
tions.

Physical Property Value 

Viscosity  2.96 10-5 Ns/m2

Thermal conductivity 0.044 W/mK 

Heat capacity Cp 1 kJ/kg·K 

Density 0.60 kg/m3

Diffusivity D 0.849 10-4 m2/s

Coeff. of thermal expansion  1.43 10-3

Reaction rate constant k at 573K 

(Silane decomposition) 

5 s-1

Activation energy E (Silane 

decomposition) 

1.7 eV 

The correlation for local mass transfer coefficient
for low Pr laminar flow over a flat plate is given by

Nux = 0.564Re0.5
x Pr0.5 [Welty, Wicks and Wilson

(1984)]. From the value of Nux’ the local mass
transfer coefficient kD can be calculated from kD

= NuxD/x, where x is the distance downstream
from the leading edge. From the value of kD, the
mass transfer flux Jy is calculated using the equa-
tion Jy = kD(C∞ −Cs). The surface concentration
Cs is taken to be zero at the surface as the concen-
tration of the gas drops to zero on the glass surface
as a result of chemical reaction. C∞ is calculated
as the bulk concentration using 6 mol% of silane
gas. The deposition rate at the surface of the glass
is obtained by dividing the mass transfer flux by
molar density of the solid.

While this method of calculation may not provide
accurate results for the local mass transfer rate, it
can be useful in obtaining an initial estimate of
the concentration at various points in the reactor.
From the values of deposition rate it was observed
that, there was a ∼35% decrease in deposition rate
at a distance midway from the entrance of the re-
actor and ∼60% decrease near the outlet. These
simple estimates suggest that there may be non-
uniformity in coatings and edge effects may be
significant. This warrants carrying out detailed
numerical simulations of this process in order to
study these effects.

4 Numerical Simulations

For numerical analysis, the domain equations and
boundary conditions are conveniently expressed
in dimensionless form. The non-dimensional rep-
resentation can be achieved by properly choos-
ing the characteristic quantities. The non-
dimensional quantities are defined as:

v∗ = v/vre f , L∗ = ρvre f L/μ , P∗ = P/Pre f , Pre f =
ρv2

re f ,

T ∗ = T−Tre f

T1−Tre f
,C∗ = C/Cre f ,

where vre f is a reference velocity magnitude, Tre f

the temperature of the glass plate, T1 the inlet gas
temperature and Cre f the inlet concentration. Af-
ter replacing the dimensional quantities in the do-
main equations 1 to 4 by non-dimensional quan-
tities, the following non-dimensional form of the
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governing equations are obtained:

∇ · v∗ = 0, (5)

v∗ ·∇v∗ = −∇P∗ +∇2v∗, (6)

Prv∗ ·∇T ∗ = ∇2T ∗, (7)

Sc v∗ ·∇C∗ = ∇2C∗. (8)

Here Sc is the Schmidt number given by μ /ρD.

After defining the domain equations and bound-
ary conditions in dimensionless form, the prob-
lem was solved numerically with a finite differ-
ence code and the commercial CFD program FI-
DAP [FIDAP (1998)]. For this comparison study
the solution was restricted to the velocity profile
only. This should be sufficient to verify the ap-
plicability of the FIDAP program to this prob-
lem. For the finite-difference approach the veloc-
ity profile is obtained by solving the conservation
equations of mass and momentum, employing the
artificial compressibility method [Chorin (1997);
Abdallah (1987)]. In this method, the conserva-
tion of mass equation is modified in such a way to
include an artificial compressibility term that van-
ishes when the steady-state solution is reached.
With the addition of this term to the conserva-
tion of mass equation, the resulting Navier-Stokes
equations are a mixed set of hyperbolic-parabolic
equations. These equations can be solved using a
standard time-dependent approach.

A vorticity-stream function formulation was used
to transform the velocity components in terms of
the derived variables: stream function and vortic-
ity. In this approach, the conservation of momen-
tum equations in x and y directions can be com-
bined to give the single vorticity transport equa-
tion shown below:

u
∂ζ
∂x

+v
∂ζ
∂y

= v

(
∂ 2ζ
∂x2 +

∂ 2ζ
∂y2

)
. (9)

The conservation of mass equation when modified
using the vorticity ζ and stream function ψ , takes
the form of the Poisson equation:

∂ 2ψ
∂x2 +

∂ 2ψ
∂y2 = −ζ (10)

Equations 10 and 11 are discretized using cen-
tral difference (implicit) method. In the vorticity-
stream function formulation, the flow rate across,
a line beginning and ending at two planes lo-
cated at y = y1 and y2 is equal to the difference in
the corresponding values of the stream functions
Q12 = ψ (y2) – ψ (y1).

The boundary conditions are changed appropri-
ately in terms of vorticity and stream functions.
The vorticity boundary conditions are specified
for wall motion and the stream function boundary
conditions are specified at the walls. The trans-
formed boundary conditions are:

ψ = 0 at the glass surface,

ψ = 1 at the top wall,

∂ψ/∂y = 0 at the inlet and

−∂ψ /∂x = 0 at the gap.

These equations are solved using the methodol-
ogy suggested by Pozrikidis (2001). An initial
guess is made on the stream function distribution
and associated vorticity. Equation 11 is solved
for the stream function subject to boundary condi-
tions. The value for the quantity in the parenthesis
in equation 10 is computed and the boundary con-
ditions for vorticity are derived using the stream
function obtained earlier. The Poisson equation is
solved for the vorticity and the computed value of
vorticity is checked with the assumed value to be
within specified tolerance. The calculations were
repeated by replacing the later value with the for-
mer until the required convergence was reached.
The no-penetration and no-slip boundary condi-
tions are enforced in a sequential fashion, the no-
penetration conditions are enforced in the process
of solving the stream function, and the no-slip
condition is enforced in the process of deriving
boundary conditions for the vorticity.

The solution methodology described above was
incorporated in a FORTRAN code, solved for
stream function and vorticity and the results plot-
ted using MATLAB. From the streams functions,
the x and y components of velocity were calcu-
lated. Total number of iterations and value of the
residual were specified to achieve a converged so-
lution.

The domain equations and boundary conditions
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mentioned above were also incorporated in the
FIDAP code. The velocities at the gaps are not
specified, and the gaps are specified as vents in
the simulation command. At the vents the ve-
locity profile is determined from the solution of
rest of the flow domain. The velocity boundary
conditions are set according to the mass balance
across the reactor. Hence depending on the bias
applied there may be inflow or outflow of gases at
the vents.

In the case of FIDAP simulations, the set of par-
tial differential equations that describe the sys-
tem (the continuum problem) are reduced to a set
of algebraic equations (discretized problem) us-
ing the Galerkin form of the method of weighted
residuals. The method used for solution in this
particular case is the Newton-Raphson method.
The dimension, mesh and number of nodes were
kept the same as in the finite-difference method.
The results obtained with FIDAP modeling and
from finite-difference code were compared point
to point to check the validity of the commercial
code for this problem.

5 Results and Discussion

Velocity vector and contour plots were obtained in
both the simulations and are shown in Figs. 3, 4, 5
and 6. The dimension of the reactor used for com-
parison of codes was 15 cm in length and 5 cm in
width with 5 cm gap between the glass plates. The
maximum velocity in the flow field was taken as
the reference velocity to obtain the dimensionless
velocity. The inlet velocity in dimensionless form
had a value of 0.75 with a bias of 1.5 at the outlet.
The velocity vector and contour plots for the finite
difference and FIDAP simulations were obtained
with a bias of 1.5.

These figures clearly show that the flow fields are
laminar and that the presence of the gap between
the plates did not produce turbulent eddies. The
effect of the bias on the flow field is also clearly
shown in these figures with significant inflows
through the gap. More significantly, it can be seen
that the flow field is dominated by the gas flows at
the inlets rather than the plate motion. This sug-
gests the validity of the pseudo-steady state model
developed for this problem. These simulations

can be considered as snapshots of the process as
the gap between the plates move along the bottom
wall.

Figure 3: Velocity vector plot from FIDAP simu-
lation for a bias of 1.5 and inlet velocity of 0.75.

Figure 4: Velocity vector plot from finite-
difference simulation for a bias of 1.5 and inlet
velocity of 0.75.

Figure 5: Stream function contour plot from FI-
DAP simulation for the case shown in Fig. 3.

Figure 6: Stream function contour plot from
finite-difference simulation for the case shown in
Fig. 4.
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Visual comparisons of these plots indicate that
the results obtained from both the simulations are
qualitatively similar. In case of finite-difference
simulation, velocities were obtained by differen-
tiating the stream function values at the nodes.
The contour plots appear to be similar and this
suggests that the two simulation results are the
same. Although not shown here, simulations were
carried out at other conditions and they produced
similar results.
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Figure 7: Comparison of results obtained from
FIDAP and finite-difference simulations. The x
component velocities from the FIDAP simulation
are taken to be 100% at each node point and the
corresponding values from the finite difference
simulation are shown as bars.

In order to carry out a more careful comparison
between the results from the two methods, node-
by-node comparisons of the x component of ve-
locities, obtained from the finite-difference and
FIDAP simulations, were done. One such com-
parison is shown in Fig. 7. For this case the
nodes were chosen randomly at different points
in the solution domain. The comparison chart
shown in Fig. 7 shows that variations were small.
Other node-by-node comparisons produced simi-
lar or better results.

For the simplified geometry and reasonable as-
sumptions made, the finite difference code and FI-
DAP code produced similar results. Given that
finite difference methods have lower orders of
accuracy than finite element methods, this close
agreement between them strongly suggests that
these are the correct solutions to the problem.

This validates the applicability of FIDAP for this
particular problem.

The advantage of employing FIDAP over the fi-
nite difference code is that in addition to the ve-
locity profiles considered here, temperature and
species concentration profiles can easily be ob-
tained and more complex geometries and bound-
ary conditions can be implemented. FIDAP was
used for all subsequent simulations of the com-
plex model and these results will be reported later.

6 Conclusions

An estimate based on mass transfer correlations
suggested that for the problem of atmospheric
CVD on discrete glass plates in a coating sys-
tem, there could be significant variations in de-
position rates across the plates. A simplified 2D
model of the process that employs a pseudo steady
state approach was developed to further analyze
the problem. The results from numerical simu-
lations suggested that this was a valid approach
to model the process. The model equations for
the velocity profile only were solved in two ways:
employing the commercial CFD program FIDAP
and a finite-difference program developed for this
model. Both methods produced valid results for
this particular problem.

The finite-difference method with improvements
can be used for complex simulations, but develop-
ing such a comprehensive numerical code is time
consuming. The FIDAP code, validated for this
particular problem is a better choice to further an-
alyze the issues. The comparison study clearly
indicated the applicability of FIDAP for this par-
ticular problem.
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