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ABSTRACT

Shock waves, characterized by abrupt changes in pressure, temperature, and density, play a significant role in var-
ious materials science processes involving fluids. These high-energy phenomena are utilized across multiple fields
and applications to achieve unique material properties and facilitate advanced manufacturing techniques. Accu-
rate simulations of these phenomena require numerical schemes that can represent shock waves without spurious
oscillations and simultaneously capture acoustic waves for a wide range of wavelength scales. This work suggests a
high-order discontinuous Galerkin (DG) method with a finite volume (FV) subcell limiting strategies to achieve
better subcell resolution and lower numerical diffusion properties. By switching to the FV discretization on an
embedded sub-cell grid, the method displays advantages with respect to both DG accuracy and FV shock-captur-
ing ability. The FV scheme utilizes a class of high-fidelity schemes that are built upon the boundary variation
diminishing (BVD) reconstruction paradigm. The method is therefore able to resolve discontinuities and mul-
ti-scale structures on the subcell level, while preserving the favorable properties of the high-order DG scheme.
We have tested the present DG method up to the 6th-order accuracy for both smooth and discontinuous
noise problems.
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Nomenclature
e Total energy per unit mass
ij Subcell element index
K Main element
M Mach number
~n Unit normal vector
Qh DG polynomial solution
�q FV cell-averaged solution
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Re Reynolds number
t Time
β Parameter to control jump thickness
γ Specific heat ratio
μ Dynamic viscosity coefficient
υh DG test function

1 Introduction

The shock wave is a compression wave in which the pressure, density, and temperature undergo sudden
changes on the wavefront in gas, liquid and solid media. There are various potential applications of shock
waves in the materials science processes. For instance, in the shock wave synthesis of nanomaterials, the
shock wave can be utilized to induce rapid compression and heating of a precursor material, often in a
solution or suspension, leading to the formation of nanomaterials. In explosive welding, the shock waves
generated by detonating explosives are used to join metal plates, which can be applied in tube and pipe
fabrication. The shock wave created by a pulsed laser can be used in the technique of laser-induced
forward transfer (LIFT), which has potential application in the area of microfabrication or bioprinting. In
medical treatment, the shock wave can be utilized to fragment kidney stones or enhance drug delivery.
The extremely high pressures and temperatures produced of the compressed gases produced by the shock
wave can be employed in studying the material behavior and forming complex shapes or hard-to-deform
materials. The rapid compression of the shock wave can lead to chemical reactions, phase transitions, and
changes in material properties, which are also related to the propulsion and energy applications like fuel
injection and inertial confinement fusion. The applications of shock waves are also seen in the area of
shock wave processing of ceramics, shock wave-induced phase transitions, hydrodynamic cavitation, etc.
The shock waves and vortices are two fundamental flow structures. The interaction between shock waves
and vortices is a major contributor to aeroacoustic phenomena. It has been one of the most significant and
difficult tasks to develop numerical schemes in computational aeroacoustics, especially for complex
nonlinear phenomena like shock-vortex interactions.

To simulate aeroacoustic phenomena that are related to a shock or discontinuity, the classical centered
schemes [1,2] usually fail to capture the discontinuity without spurious oscillations. Since the capturing of
sound generation essentially necessitates a numerical scheme with low artificial dissipation, many
researchers thus seek high-order and high-resolution schemes, such as weighted essentially non-
oscillatory (WENO) methods and compact finite difference methods that have been applied to study
acoustic problems including shock-vortex interactions, see for instance [3,4]. For WENO methods,
although the shocks are well-captured, a large number of mesh points is often needed due to the
excessive numerical dissipation for acoustics computations. For compact finite difference methods,
nonlinear limiters are required in case of strong shock waves. There have been abundant works devoted
to developing numerical schemes with a minimum of numerical dispersion and dissipation that are
applicable for shock-associated noise problems. For instance, the authors in [5] have developed a hybrid
scheme that is suitable for compressible turbulence problems. Some of the high-order schemes are
suggested and improved for the shock problems and the noise problems, such as the weighted compact
nonlinear scheme in [6], the optimized weighted essentially non-oscillatory scheme in [7], the optimized
compact scheme in [8], the modified monotonicity-preserving scheme in [9], the upwind multi-layer
compact scheme in [10] and the compact gas-kinetic scheme in [11]. Most of them have been done in the
finite difference and finite volume discretization framework.

Another type of high order schemes that originate from a class of finite element methods utilizes the
discontinuous piecewise function representation within each element. The discontinuous Galerkin (DG)
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method [12] is one of the typical representatives. In computational aeroacoustics, previous studies in the
literature have mainly concentrated on theoretical and numerical analysis of propagation properties of
DG schemes, such as the dispersion and dissipation behavior analysis in [13–15], error and
superconvergence properties analysis in [16,17], etc. More recently, the propagation properties of DG
schemes have been studied in comparison with finite difference schemes in [18]. There are also various
applications of DG-like schemes to computational aeroacoustics, see for instance [19–23]. Nevertheless,
compared to the WENO schemes, the high-order DG schemes have been relatively less applied to the
simulation of complex shock-associated noise problems, which is done by directly solving the Navier-
Stokes (NS) equations.

Motivated by the desire to simulate shock-associated noise problems, this work presents a high-order
subcell limiting-based DG method for aeroacoustic computations. By switching to the FV discretization
on an embedded sub-cell grid, the method possesses the advantages in both DG high accuracy
characteristic and FV shock-capturing capability. We utilize a class of high-fidelity FV schemes that are
designed for the capture of both discontinuities and small-scale flow structures, see for instance [24]. The
resulting method is therefore able to resolve discontinuities and multi-scale structures for shocked flows
[25]. In this work, the DG methods up to the 6th-order accuracy have been applied to aeroacoustic
computations involving shocks, vortices and sound waves, which to the best of the authors’ knowledge,
has been rarely seen for utilizing such high-order DG scheme in computational aeroacoustics for strong
shock-vortex interactions.

The rest of the article is organized as follows. Section 2 briefly introduces the governing equation and
the DG/FV method applied in this work. Section 3 describes numerical results, including benchmark tests for
the Euler equations and complex flow simulations for the NS equations. Some conclusions are drawn in
Section 4.

2 The Governing Equation and the Discretization Method

2.1 Governing Equations
The compressible NS equations are written as

@q
@t

þr � quð Þ ¼ 0

@qu
@t

þr � quþ pd� sð Þ ¼ 0

@qe
@t

þr � qeuþ pd� sð Þ � u� jrTð Þ ¼ 0

(1)

By omitting the viscous stress tensor s and the heat flux jrT , the Euler equations can be obtained from
the above equations. In Eq. (1), t is the time, q is the density, p is the static pressure, u is the velocity vector, T
is the temperature, e is the total energy per unit mass and d is the Kronecker tensor. We have the viscous stress
tensor expressed as

s ¼ l ruþ ruð ÞT � 2

3
r � uð Þd

� �
(2)

with μ denoting the molecular dynamic viscosity. The system of equations is completed by adding the state
equation for a perfect gas

p ¼ ðc� 1Þq e� 1

2
u � u

� �
(3)

where c is the ratio of the specific heats.
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2.2 Discontinuous Galerkin and Finite Volume Discretizations
The Eq. (1) is rewritten as a conservative form to formulate the DG method, and thus reads

@Q
@t

þr � Fc Qð Þ � r � Fv Q;rQð Þ ¼ 0 (4)

where Q is the conservative state vector, FcðQÞ is the inviscid flux tensor and Fv Q;rQð Þ is the viscous flux
tensor. By introducing the approximation solution Qh and test function vh, the final DG discretization
equations can be written asZ
K
mh
@Qh

@t
dΩþ

Z
@K

mh Fc Qhð Þ � Fv Qh;rQhð Þð Þ �~ndr�
Z
K
rmh � Fc Qhð Þ � Fv Qh;rQhð Þð ÞdΩ ¼ 0 (5)

Eq. (5) is obtained by integrating over the element K and performing an integration by parts. In Eq. (5),~n
is the outward unit normal vector to the boundary. In the DG method, the inviscid flux Fc �~n is replaced by a
monotone Riemann flux function and the local Lax–Friedrichs flux [12] is adopted in this work. The viscous
flux is approximated by the second scheme of Bassi and Rebay (BR2) [26]. The DG solution is expressed in
the following form:

Qh ¼
XNðpÞ

l¼1

mh;lQlðtÞ (6)

where N(p) is the number of modes and Ql is the degrees of freedom (DoFs). We use the Legendre
polynomials as the test function. For the domain and boundary integrals in Eq. (5) we utilize the Gauss-
Legendre quadrature points.

Similar to the DG discretization described above, we also rewrite the governing equation of Eq. (1) as
the conservative form for the FV discretization. To better distinguish the DG and FV discretization, the
solution and flux is denoted by q and f in the FV method. As a result, the integration formulation of
Eq. (4) for the FV discretization readsZ
K

@q

@t
dΩþ

Z
K

r � f c qð Þ � r � f v q;rqð Þð ÞdΩ ¼ 0 (7)

Currently the FV discretization is carried out on the structured meshes that have conforming elements
denoted by

Kij ¼ xi�1=2; xiþ1=2

� �� yj�1=2; yjþ1=2

h i
(8)

Eq. (8) is integrated over element Kij to obtain

d�qijðtÞ
dt

þ f̂c;ijþ1=2 � f̂ c;ij�1=2 ¼ f̂ v;ijþ1=2 � f̂ v;ij�1=2 (9)

with cell average value �qij expressed as

�qijðtÞ ¼
1

Ωij

Z xiþ1=2

xi�1=2

Z yjþ1=2

yj�1=2

qðx; y; tÞdydx (10)

where Ωij is the cell volume. We use ij� 1=2 that includes i� 1=2; j and i; j� 1=2 to indicate both x and y

components. f̂c;ijþ1=2 and f̂ c;ij�1=2 are convective numerical flux and f̂ v;ijþ1=2 and f̂ v;ij�1=2 are viscous
numerical flux. The same local Lax–Friedrichs flux [12] is adopted for the convective flux computation
and for the viscous flux computation the second-order central difference is employed. The high-order
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central difference can also be applied in the discretization of the viscous flux for the FV method, although it
involves the high-order approximation of the variables and the derivates of the variables on the subcell
interface. Further research is needed to determine whether the use of the higher-order method for the FV
discretization of the viscous flux will make an obvious impact on the computational results of the present
method, which is beyond the scope of this work.

The final semi-discrete form of Eqs. (5) and (9) are formulated as

M
dQ
dt

þ RðQÞ ¼ 0 and
d�q
dt

þ rð�qÞ ¼ 0 (11)

for the DG and FV discretization, respectively.M denotes the mass matrix in the DG method. R(Q) and rð�qÞ
are the corresponding residual vectors. The semi-discrete systems of equations are then discretized with a
third order version of TVD Runge–Kutta method [12] for both DG and FV discretizations.

This work presents the subcell-limiting-based DG method that switches to the FV discretization on an
embedded sub-cell grid for shock-capturing. Each computational element is also called as the main element.
The subcells are embedded within the main element. In this work, we equally divide the main element into
the subcells. The number of the subcells in each main element is equal to the number of DoFs used in the DG
scheme. The following Section 2.3 will provide the details of the reconstruction procedure in the FV method
performed on the subcell and the connection between the FV subcell solution and DGmain element solution.

2.3 DG Schemes with Subcell Limiting Strategies

2.3.1 Subcell Limiting Strategies Built upon High-Fidelity Shock-Capturing Schemes
The subcell limiting method is one of the existing strategies to capture shocks and discontinuities for the

DG method. The general idea is to construct the so-called subcells in the DG main elements and apply the
mature shock-capturing schemes on those subcells that are usually around a discontinuity or large gradient.
Since most mature shock-capturing schemes have been developed within the FV or FD framework, the
limiting on the subcells is often taken by the FV or FD method [27–31]. Currently in this study, the FV
method is adopted. The FV reconstruction scheme is implemented dimension-by-dimension. We only
compute the numerical flux at the center point of the subcell interfaces in the FV method. The values of
the variables on the left and right side of the subcell interfaces are obtained by one reconstruction process
along each dimensional direction. Our suggested approach is built upon the boundary variation
diminishing (BVD) reconstruction paradigm [32]. A class of high-fidelity schemes denoted as the PnTm
[24] is utilized as FV subcell limiting strategies, which achieve better subcell resolution and lower
numerical diffusion properties for shocked flows [25]. Here the PnTm (polynomial of n-degree and
THINC function of m-level) is a shock capturing scheme designed by employing linear-weight
polynomials and THINC (Tangent of Hyperbola for INterface Capturing) [33] functions as reconstruction
candidates. For instance, the P4T2 scheme adopted in this work employs a 4th-degree linear-weight
polynomial ~qP4

i that reads

qR;P4

i�1=2 ¼ ~qP4
i ðxi�1=2Þ ¼ 1

30
�qiþ2 �

13

60
�qiþ1þ

47

60
�qiþ

9

20
�qi�1 �

1

20
�qi�2 (12)

qL;P4

iþ1=2 ¼ ~qP4
i ðxiþ1=2Þ ¼ 1

30
�qi�2 �

13

60
�qi�1þ

47

60
�qiþ

9

20
�qiþ1 �

1

20
�qiþ2 (13)

The qRi�1=2 and qLiþ1=2 are the reconstructed right-side value on the interface i−1/2 and left-side value on
the interface i + 1/2, respectively. The P4T2 scheme also employs a THINC function ~qTi that reads

~qTi ðxÞ ¼ �qmin þ �qmax
2

1þ h tanh b
x� xi�1=2

xiþ1=2 � xi�1=2
� ~xi

� �� �� �
(14)
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The THINC function in Eq. (14) is a piecewise, non-polynomial function. The most important parameter
in the THINC function is β which controls the jump steepness. The P4T2 scheme adopts the THINC
function with 2 level jump steepness controlled by β1 = 1.1 and β2 = 1.6. The THINC formulas are well
documented in for instance [24,25,33]. In Eq. (14), �qmin ¼ minð�qi�1; �qiþ1Þ; �qmax ¼ maxð�qi�1; �qiþ1Þ � �qmin,
and h ¼ sgnð�qiþ1� �qi�1Þ. ~xi can be computed using the constraint condition

�qi ¼
1

Dx

Z xiþ1=2

xi�1=2

qiðxÞdx (15)

The reconstructed values by the THINC function on the left side of interface i + 1/2 read

qL;T ;biþ1=2 ¼ �qmin þ �qmax
2

1þ h
tanh bð Þ þ A

1þ A tanh bð Þ
� �

(16)

and on the right side of interface i − 1/2

qR;T ;bi�1=2 ¼ �qmin þ �qmax
2

1þ hAð Þ (17)

In Eqs. (16) and (17) we have

A ¼ B=cosh bð Þ � 1

tanh bð Þ ; B ¼ exp hbð2C � 1Þð Þ; C ¼ �qi � �qmin þ e
�qmax þ e

; e ¼ 10�20 (18)

Having described the 4th-degree linear-weight polynomial in Eqs. (12), (13) and the THINC function in
Eq. (14), we then present the strategy to determine the final function for cell i by choosing from ~qP4

i and ~qTi .
The strategy is known as multi-stage BVD algorithm [24]. Specifically, a 2-stage method of BVD algorithm
is adopted in this study. The method initially sets the reconstruction function with ~qP4

i for all cells, then

calculates the total boundary variation (TBV) values of ~qP4
i and ~qT ;b1i (THINC function with β1 = 1.1) as

TBVP4
i ¼ qL;P4

i�1=2 � qR;P4

i�1=2

��� ���þ qL;P4

iþ1=2 � qR;P4

iþ1=2

��� ��� (19)

and

TBVT ;b1
i ¼ qL;T ;b1i�1=2 � qR;T ;b1i�1=2

��� ���þ qL;T ;b1iþ1=2 � qR;T ;b1iþ1=2

��� ��� (20)

The reconstruction function for cell i at the first stage, denoted as ~q<1>i , is determined by the following
BVD algorithm

~q< 1>
i ¼ ~qT ;b1i if TBVT ;b1

i�1 < TBVP4
i�1 or TBV

T ;b1
i < TBVP4

i or TBVT ;b1
iþ1 < TBVP4

iþ1;

~qP4
i otherwise

(
(21)

which means the reconstruction function is chosen to be THINC function if the TBV values of THINC
function is smaller at either cell i or at one of its neighboring cells. Otherwise, the reconstruction function
will maintain the initial choice of ~qP4

i .

After the reconstruction function is chosen for all cells by the first stage of BVD algorithm, the method
then calculates the TBV values of ~q<1>i and ~qT ;b2i (THINC function with β2 = 1.6) using similar formula as
Eqs. (19) and (20) as

TBV <1>
i ¼ qL;<1>i�1=2 � qR;<1>i�1=2

��� ���þ qL;<1>iþ1=2 � qR;<1>iþ1=2

��� ��� (22)
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and

TBVT ;b2
i ¼ qL;T ;b2i�1=2 � qR;T ;b2i�1=2

��� ���þ qL;T ;b2iþ1=2 � qR;T ;b2iþ1=2

��� ��� (23)

The final reconstruction function is determined at the second stage, denoted as ~q<2>i for cell i, as

~q< 2>
i ¼ ~qT ;b2i if TBVT ;b2

i < TBV <1>
i ;

~q<1>i otherwise

	
(24)

We mention the above procedure can also be done in multi-stage BVD selection algorithm by
introducing dissipation-adjustable method to achieve even less dissipative schemes [34].

2.3.2 FV Subcell Limiting Strategies for High-Order DG Methods
The last subsection gives the details of the P4T2 scheme that is utilized as FV subcell limiting strategies.

In this subsection, we will present the approach to implement the FV subcell limiting in the DG method.

We start with Eq. (11) where the equations of DG or FV methods will be discretized by the RK scheme.
First, before the RK iteration process starts, we would like to bridge the FV subcell solution and the DGmain
element solution. The specific choice on how the main element is divided into subcells as well as the
definition of the FV solution on these subcells will determine the connection between the DG and FV
solutions. For dividing the main element into subcells, there are uniform and nonuniform subdivisions.
For defining the subcell solution, there are Gauss quadrature point values or cell averaged values used in
the definition. The subcell number can also be chosen as equal to or larger than the number of degrees of
freedom of the DG method. Our method is to equally divide the main element into subcells with the
subcell number equal to DG degrees of freedom. FV solutions are obtained by

�qKij
¼ 1

Ωij

Z xiþ1=2

xi�1=2

Z yjþ1=2

yj�1=2

Qhðx; y; tÞdydx (25)

where the structured index of the subcell within main element K is denoted by ij. Based on Eq. (25) we
compute and store the transformation matrices to obtain the FV subcell solution from a DG solution
representation. Obviously, the reverse matrices are used to obtain the DG solution from a FV subcell
solution representation. From Eq. (21) both matrices have dimension of N(p) × N(p) where N(p) is also
the subcell number in this work.

Then we begin the iteration process with the RK method. During each stage of a time step in the RK
method, the present approach solves the systems of Eq. (11) through the following four main steps:

Step 1 is to identify the so-called FV cells that are about to perform the FV computation. We exploit the
reconstruction candidates used in the P4T2 scheme, i.e., a 4th-degree linear-weight polynomial ~qP4

i and a

THINC function ~qT ;b1i with β = 1.1. The TBV values of ~qP4
i minus the TBV values of ~qT ;b1i and compared

with a small threshold ε as

TBVP4
i � TBVT ;b1

i > e (26)

ε is used to relax the strict BVD condition and the evaluation of ε can be found in [25]. If Eq. (26) is
satisfied, the DG element is inclined to be close to the discontinuity because the high order linear-weight
reconstruction tends to gain smaller TBV values for smooth solutions while larger TBV values for
discontinuous solutions. If there are over two times for the reconstructions at one subcell satisfying
Eq. (26) or there are over half of subcells that have one reconstruction satisfying Eq. (26), the DG
element will be identified as the FV cell. This method of identifying the FV cell proposed in [25] is
known as an indication strategy based on the a relaxed BVD condition. The FV cell is also identified by
checking the positivity of density and pressure at Gauss quadrature points used in the DG method.
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Step 2 is to compute the residuals rð�qÞ for the identified FV cells. The P4T2 scheme is used as the
reconstruction method for the FV computation. The flux is stored for those interfaces shared by the DG
and FV cells.

Step 3 is to compute the residuals R(Q) for the rest DG elements. Special attention is paid to those
interfaces shared by the DG and FV cells. We combine the stored flux of the subcell interfaces adjacent
to the DG main element to replace the flux computed by the DG method in order to ensure the same flux
is used for both FV and DG computations at common interfaces.

Step 4 is to update the solution using the computed residuals obtained by the DG or FV computation for
DG elements or for FV cells, respectively. For DG elements, FV subcell solutions are further calculated using
the transformation matrices stored earlier and vice versa, DG solutions are obtained on FV cells.

This completes current approaches to implement the FV subcell limiting in the DG method. Here we
would like to mention a technique to make the implementation of the method more efficient. In the P4T2

scheme described in Section 2.3.1 and the strategy described in Step 1, both the ~qP4
i and ~qT ;b1i

reconstruction functions are required. One can perform all reconstructions in Step 1 and thus in Step
2 one can only perform the flux evaluation using the Riemann flux function for the identified FV cells,
which make coding easier in the practical implementation.

The current work has been focusing on the evaluation of the DG/FV method for acoustics computations.
For real-life noise problems with complex 3D geometries, unstructured meshes are often required. Though
the present method is extensible to hexahedral elements, the implementation of simplex elements like triangle
and tetrahedron elements is left to future investigation.

3 Numerical Results

3.1 Benchmark Tests for the Euler Equations
This subsection is devoted to assessing the aeroacoustic resolution properties of the method by solving

benchmark problems of wave propagations governed by the Euler equations. In order to concentrate on the
performance comparison of high-order spatial discretizations, the time step in the following computations is
set small by using a small CFL number of 0.03. Also, for all computations the solutions on the subcells are
shown, unless otherwise mentioned.

3.1.1 Convergence Rate Test
In order to test the accuracy of the present high-order scheme, we conduct the convergence rate test by

solving the Euler equations with a manufactured solution. The computation domain is 0; 2p½ � � 0; 2p½ � with
the periodic boundary conditions applied everywhere. The Euler equations are solved with the initial solution
of q ¼ 1þ 0:2 sin h; u ¼ 1; v ¼ 1; p ¼ 1; h ¼ xþ y from time t = 0 to t = 0.1. The exact solution of the
problem is q ¼ 1þ 0:2 sin h, u ¼ 1, v ¼ 1, p ¼ 1, h ¼ xþ y� 2t. In fact, this problem is an advection
problem of the density wave, which can be described by the advection equation. Still, we solve the Euler
equations to examine the accuracy of the method. Here, the fifth-order scheme is chosen. The readers are
also referred to [25] to find the test of the convergency rate for schemes with other orders. From the
results listed in Table 1, we see that the present method gains a close convergence rate of the designed order.

Table 1: Convergence rate test for the 5th-order scheme

Meshes Logarithm of L2 error L2 order

8 × 8 −6.171 –

12 × 12 −6.943 4.39

16 ×16 −7.509 4.53
(Continued)
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3.1.2 Advection of an Entropy Wave
The initial condition for this test is defined as

q; u; pð Þ ¼ ð1þ 0:5e� ln 2�ðx=bÞ2 ; 1; 1Þ (27)

with parameter b = 2. Under this initial condition, it becomes a linear advection problem. For instance, the
work of [18] directly solved the linear advection equation for a similar test case. Here, we still solve the Euler
equations. The computation is conducted on a large region of [−800, 1000] and the mesh size is h = p + 1 (p is
the degree of DG solution polynomials), which is consistent with Reference [18]. The non-reflection
boundary condition is adopted at two ends. Fig. 1 gives the density solutions at t = 400 for the fourth-,
5th- and 6th-order schemes. Note that the FV computations are not active in the entire computation
process using the default choices on the threshold of ε2 = 1.e–4 suggested in [25]. Thus, the solutions in
Fig. 1 are actually the solutions of DG methods, although Fig. 1 shows subcell solutions as mentioned
above. The results obtained by directly solving the linear equation in Reference [18] are used as the
reference solutions here. One can see the consistency between current results and published ones. In order
to see how the FV computations affect the results, we intentionally reduce the threshold to ε2 = 1.e–6 to
activate the FV computations. Now, the results computed by the 5th-order DG/FV method are displayed
in Fig. 2, where the density solutions of DG and DG/FV are compared, along with the FV cells identified
during the computational period. One can see that the activated FV computations have been mainly
around spurious dispersive waves and eliminated oscillations while achieving comparable resolution on
the smooth solution. Further test of the suggested scheme is conducted by replacing the parameter of
b = 2 in Eq. (27) with b = 1.5. Similar test case is also considered in for instance [18,35]. Fig. 3 displays
the results obtained by the pure DG method and the DG/FV method, both of which adopt the 5th-order
DG scheme. One can see from Fig. 3 that the DG method seems to show more spurious oscillations for
the case with b = 1.5 compared to the results in Fig. 1 for the case with b = 2. On the other hand, the
DG/FV scheme is still able to eliminate oscillations while achieving comparable resolution on the
smooth solution.

3.1.3 Advection of the Discontinuity
The linear advection of discontinuities is considered to test the shock-capturing property of the scheme.

The computational domain is [−420, 800]. The initial conditions are

q ¼ 1þ 0:5 Hðxþ 50Þ � Hðx� 50Þð Þ; u ¼ 1; p ¼ 1: (28)

HðxÞ is the unit step function. The computation is performed using the 5th-order DG and DG/FV
schemes on a mesh with mesh size h = 5. The density on sub-grid level at t = 200 is shown in Fig. 4,
along with the FV cells identified during the computational period. We see the oscillations produced by
the DG scheme have been completely eliminated by the DG/FV scheme with active FV computations
mainly around the discontinuities.

Table 1 (continued)

Meshes Logarithm of L2 error L2 order

20 × 20 −7.967 4.73

24 × 24 −8.347 4.80

28 × 28 −8.668 4.79
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Figure 1: Comparisons between the numerical and exact solutions for advection of an entropy wave

Figure 2: Density solutions obtained by the 5th-order schemes and identified FV cells for advection of an
entropy wave. (a) Density solutions. (b) Identified FV cells
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3.1.4 Propagation of an Acoustic Wave
The case of 1D acoustic wave propagating in a long distance is selected to verify the low dispersion and

dissipation characteristics of the schemes for computational aeroacoustics. The same cases are also
considered in for instance [10]. The initial conditions are set by superimposing a cosine wave to the static
air with standard atmosphere pressure and room temperature. To be specific, the initial condition is given
as follows:

q ¼ q1 þ eq1cosð2xxÞ; q1 ¼ 1:1771 kg=m3

u ¼ ea1cosðxxÞ
p=p1 ¼ q=q1ð Þc; p1 ¼ 101325 Pa

a1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cp1=q1

p
; c ¼ 1:4; x ¼ 6p; e ¼ 10�5

(29)

Under this initial condition, an analytical solution that is derived from acoustic wave equation reads

qðx; tÞ ¼ q1 þ 0:5eq1 cos 2xðx� a1tÞ½ � þ cos xðx� a1tÞ½ � þ cos 2xðxþ a1tÞ½ � � cos xðxþ a1tÞ½ �f g;
uðx; tÞ ¼ 0:5ea1 cos 2xðx� a1tÞ½ � þ cos xðx� a1tÞ½ � � cos 2xðxþ a1tÞ½ � þ cos xðxþ a1tÞ½ �f g;
pðx; tÞ ¼ p1 þ 0:5cep1 cos 2xðx� a1tÞ½ � þ cos xðx� a1tÞ½ � þ cos 2xðxþ a1tÞ½ � � cos xðxþ a1tÞ½ �f g:

(30)

Figure 3: Comparisons between the DG and DG/FV methods using the 5th-order DG scheme for the case
with b = 1.5

Figure 4: Density solutions obtained by the 5th-order schemes and identified FV cells for advection of the
discontinuity. (a) Density solutions. (b) Identified FV cells
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The computational domain is [0, 1/3] and the periodic boundary conditions are applied at both ends. We
first conduct the 6th-order scheme on a uniform mesh with 6 cells. The perturbations for density at t = 0.01 s,
0.1 s and 1 s are given in Fig. 5. We see a good agreement between the numerical and analytical solution at
t = 0.01 s and 0.1 s. Slightly deviation appears after a very long propagating distance at t = 1 s. Also the
solution on both main elements and subcells agrees well with the analytical one. Then, the simulation of
long-time propagation to t = 1 s is carried out for the 4th order scheme using 9 cells, i.e., using the same
number of DoFs as the 6th order scheme. The comparison between the two schemes is summarized in the
right figure of Fig. 5. It seems that the higher-order scheme shows slightly better performance. In general,
the present method in this test case demonstrates high resolution even using much coarser meshes to
solve sound wave in long-distance propagation.

3.1.5 Propagation of Sound, Entropy and Vorticity Waves
The test case from [2] is initially set with the an acoustic, entropy, and vorticity pulses on a uniformmean

flow as

q ¼ q1 þ e1e�a1�r21 þ e2e�a2�r22 ; u ¼ u1 þ e3e�a3�r23 y� y3ð Þ; v ¼ �e3e�a3�r23 x� x3ð Þ; p ¼ p1 þ e1e�a1�r21 (31)

where q1 ¼ 1 and u1 ¼ 0:5. The parameters include e1 ¼ 1� 10�2; e2 ¼ 1� 10�3; e3 ¼ 4� 10�4.

al ¼ ln 2=bl; l ¼ 1; 2; 3 with b1 ¼ 3; b2 ¼ 5; b3 ¼ 5: rl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xlÞ2 þ ðy� ylÞ2

q
; l ¼ 1; 2; 3 with (x1,

y1) = (−100/3, 0), (x2, y2) = (x3, y3) = (100/3, 0). The simulation is conducted by the 6th order scheme in
the zone of [−100, 100] × [−100, 100] filled with 30 × 30 grid elements. During the computation, a small
number of cells have been identified as FV cells. The density perturbation counters at different time are
listed in Fig. 6. Similar results are also found in for instance [11] to assess the method’s performance.
Furthermore, the comparison with the reference solution [2,11] for perturbations of density and pressure
along y = 0 at time t = 28.45 and t = 56.9 is plotted in Figs. 7 and 8, where both the main element
solution and the subcell solution show excellent agreement with the reference one. Again, the high-order
DG/FV method exhibits favorable subcell resolution on much coarser meshes.

Figure 5: Density perturbation for acoustic wave propagation. (a): subcell solutions and main-cell solutions
for the 6th-order scheme at different time; (b): subcell solutions for the 4th and 6th order schemes at t = 1 s
obtained by using the same number of DoFs
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Figure 7: Perturbations of density along y = 0 for sound, entropy and vorticity waves propagation.
(a) t = 28.45. (b) t = 56.9

Figure 6: Contours of density perturbation for sound, entropy and vorticity waves propagation. The counters
are shown in [−0.0006, 0.001] with 0.0001 increment. From left to right: t = 28.45, t = 56.9 and t = 100

Figure 8: Perturbations of pressure along y = 0 for sound, entropy and vorticity waves propagation.
(a) t = 28.45. (b) t = 56.9
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3.2 Complex Flows with Shock, Vortex and Sound Wave
In this subsection, the two-dimensional viscous flows involving shocks and vortices are considered to

examine the performance of the method for simulating complex shock associated noise problems.

3.2.1 Shock Vortex Interactions
Firstly, we consider the viscous interaction of a shock wave with an isolated vortex. The computational

domain is �30; 10½ � � �20; 20½ � where initially the stationary shock wave is prescribed at x = 0 while the
vortex center is prescribed at (xv, yv) = (2, 0). The vortex moves from right to left with respect to the
shock wave. The Mach number of the shock wave is set to be Ms = 1.2. The Reynolds number defined
by Re = ρ∞a∞/μ∞ is set to be 800, and the subscript ∞ denotes the quantity in front of the shock wave.

The initial vortex is given by setting tangential velocity uθ(r) = Mvre
1�r2ð Þ=2and radial velocity ur = 0,

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xvÞ2 þ ðy� yvÞ2

q
and Mv is the strength of the vortex. We use a coarse mesh with 200 ×

200 points for the 6th-order DG/FV scheme. Following the representative work in such as [3,4], we first
simulate the interaction at weak vortices with Mv = 0.25. The initial values of pressure and density
superposed by the vortex are

pðrÞ ¼ 1

c
1� c� 1

2
M2

v e
ð1�r2Þ

� �c=ðc�1Þ
; qðrÞ ¼ 1� c� 1

2
M2

v e
ð1�r2Þ

� �1=ðc�1Þ
(32)

In the computation, supersonic inflow boundary conditions are adopted at the right boundary and
nonreflecting boundary conditions are given at the left boundary, while periodic boundary conditions are
imposed on the top and bottom boundaries. The sound pressure is defined as Dp ¼ ðp� p1Þ=p1, where
p1 is the pressure behind the incident shock wave.

For the interaction with weak vortices of Mv = 0.25, we compare the radial and circumferential sound
pressure distributions in Fig. 9, where the results from [3] are given as the reference solution. One can see the
agreement on the sound pressure is excellent between current computations and published ones.

Figure 9: Radial and circumferential variations of the sound pressure against the reference solutions
from [3] for shock weak-vortex interaction: Mv = 0.25, Ms = 1.2, Re = 800. (a) Radial variations at
h ¼ �45�. (b) Circumferential variations at t = 6
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Then we consider the interaction between a pair of vortices and a shock wave. We set the pair of vortices
moves in the opposite direction as the shock wave. The case is also referred to as a collision vortex pair in [3].
The initial and boundary conditions are similarly set as the single vortex case described above. Only now the
vortex center is prescribed at (xv, yv) = (2, ±2) withMv = ±0.5 and Re = 400, which is the same as Case A for
shock two-vortices interaction in [3]. In Fig. 10, we plot sound pressure counters at t = 9 and t = 13. The
results show good smoothness and symmetry, supporting the high accuracy of this method. The results of
Fig. 27 in [3] are also referred to as the reference solutions for the comparison.

At last, we move to the interaction of a shock wave and a strong vortex presented in [4]. Again the initial
and boundary conditions are similarly set as the single vortex case but now with (xv, yv) = (4, 0) andMv = 1.0.
Fig. 11 illustrates the sound pressure contours at time t = 8, t = 12 and t = 16, where one can see the reflected
shock wave extends to the vortex core region and multiple sound waves are generated due to the interactions
between shocks and strong vortices. Overall, the solutions are smoothly distributed without apparent
spurious oscillations. The results also agree well with previously published ones, see for instance
Fig. 12 from [4]. A more quantitative comparison is similarly done in Fig. 12 by giving the radial
variations of the sound pressure along the distance r from the vortex center for h ¼ �45� at t = 12 and
t = 16, and by giving the circumferential variations of the sound pressure for r = 6.7, r = 12 and r = 16 at
t = 16. Favorable agreement is again achieved by this computation.

Figure 10: Sound pressure fields for shock two-vortices interaction: Mv = 0.5, Ms = 1.2, Re = 400.
80 equal-spaced counters between Dpmin ¼ �0:2 and Dpmax ¼ 0:07. (a) t = 9. (b) t = 13

Figure 11: Sound pressure fields for shock single-vortex interaction: Mv = 1.0, Ms = 1.2, Re = 800.
80 equal-spaced counters between Dpmin ¼ �0:9 and Dpmax ¼ 0:2. (a) t = 8. (b) t = 12. (c) t = 16
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3.2.2 Supersonic Planar Jet
A 2-D planar jet test is carried out in this subsection. The same case has been computed in for instance

[11,35,36]. The flow condition is given as the jet pressure pjet = 1.4 atm, the jet Mach numberMjet = 1.4 and
the jet Reynolds number Rejet = UjetL/υ = 2.8 × 105 based on the height of planar nozzle L = 0.01 m and the
dynamic viscosity coefficient m ¼ 1:73� 10�5. The computational domain is 10 L × 15 L. The entrance of
the jet is located at −0.5 L ≤ y ≤ 0.5 L on the left boundary of the computational domain. Initially, the domain
is filled with static gas with the specific ratio γ = 1.4, pressure p0 = 1.0 atm and temperature T0 = 300 K. The
profiles of inlet flows at −0.5 L ≤ y ≤ 0.5 L are set as [37,11]

pðyÞ ¼ 0:5pjet½1� tanhð2ð yj j � L=2þ 2dÞ=dÞ�;
qðyÞ ¼ 0:5qjet½1� tanhð2ð yj j � L=2þ 2dÞ=dÞ�;
uðyÞ ¼ 0:5Ujet½1� tanhð2ð yj j � L=2þ 2dÞ=dÞ�;

(33)

where we set δ = 4 × 10−4 m. For the rest of the left boundary the adiabatic viscous wall boundary condition is
adopted, while for the upper, lower and right boundary the nonreflecting boundary condition is applied. A
coarse mesh with cell edge length h ≈ 4.4 × 10−4 m is utilized in the 4th-order DG/FV computation.
Fig. 13 displays the schlieren images at t = 0.08 ms, t = 0.17 ms and t = 0.24 ms, which show the
development of flow structures consisting of expansion waves, shear layers, vortices and shock waves. In
Fig. 13a, the precursor shock wave expands into a cylindrical form and the reflected expansion wave
generates. Then, a shear layer forms and rolls up into the main vortex due to Kelvin–Helmholtz
instability. The main vortex moves downstream like a mushroom head and complicated shock patterns,
like shock cells, vortex-induced shock pair and embedded shocks, emerge and evolve within the
flowfield. From Fig. 13b,c, we also see lots of jumps form and radiate outward. In comparison with
previous results, see for instance Fig. 7 in [36], this computation seems to obtain more unstable trailing
shear layers. As a result, the earlier rolling up of vortexlets and more complicated shock patterns appear.
One can also see results in [11] for more refined simulation for this case. To characterize the geometry of
main vortex, some geometric parameters are defined, including the distances from the nozzle entrance to
the main vortex front interface and its core along x direction and the distance between two main vortex

Figure 12: Radial and circumferential variations of the sound pressure against the reference solutions from
[4] for shock strong-vortex interaction: Mv = 1.0, Ms = 1.2, Re = 800. (a) Radial variations at h ¼ �45�.
(b) Circumferential variations at t = 16
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cores. These geometric parameters at t = 0.08 ms, t = 0.17 ms and t = 0.24 ms are given in Fig. 14, where the
reference solutions from [36] are displayed as well. Overall, the computed geometric parameters agree well
with the reference, except that the distance between the entrance and the vortex core, denoted by Xv, seems to
be slightly larger. We mention the 2-D computation in [36] also exhibited certain vibrations for the prediction
of Xv and Dm. Generally speaking, in this challenging case for the high order method, the DG/FV method is
capable of capturing discontinuities with sharp transition while resolving delicate vortex structures on the
coarse mesh.

3.2.3 Shock Shear-Layer Interactions
The interaction of a shock wave and a shear-layer contains complex flow structures such as vortices

arising from the shear layer instability as well as their interacting with the shock system. Thus it provides
a good test case to examine the performance of numerical schemes. Here, we select the case of shock

Figure 13: Numerical schlieren images for supersonic planar jet at different time. (a) t = 0.08 ms.
(b) t = 0.17 ms. (c) t = 0.24 ms

Figure 14: The position of vortex front (Xm) and core (Xv) along x direction and the core diameter (Dm) at
t = 0.08 ms, 0.17 ms and 0.24 ms. The reference results from [36] are indicated with lines while the computed
results are indicated with symbols
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shear-layer interaction from [38]. The computation domain is a rectangle of [0, 200] × [−20, 20]. The initial
states for five different regions illustrated in Fig. 15 are set up with values listed in Table 2. The Reynolds
number is chosen to be 500. The upper boundary is given the flow properties behind the oblique shock, which
are thus the same values for Region 3 in Table 2. The lower boundary is specified with the slip condition. The
outflow boundary condition is set for the right boundary, while the inflow is specified with a hyperbolic
tangent profile. This profile gives a mixing layer with the upper velocity equal to 3 and the lower velocity
equal to 2. Moreover, the fluctuations are added to the inflow velocity, see [38] for more details about the
inflow profile and the fluctuations.

The test case has been run using the 6th-order scheme on a coarse grid with 240 × 60 elements. A typical
flowfield at t = 120 is given in Fig. 16 by showing the dilatation contour and the density solutions, along with
the identified FV cells at the same time. We see the oblique shock impacts on the shear layer at around x = 90.
The impact causes the change of the shock angle as well as the deflection of the shear layer. The shock wave
below the shear layer reflects from the lower boundary and again passes through the shear layer at around
x = 140. There exist strong compression and expansion waves in the flowfield. At the region of x >
150 several eddy shock waves starts to form around the vortices. Complex interactions between the
transmitted shocks, the eddy shocks and the vortices are seen in the region. Overall, the results obtained
by this computation are comparable to the published ones, see for instance Fig. 4 in [38] for the reference
of density results and Fig. 12 in [39] for the reference of dilatation results. The dilatation solutions in the
sub-grid level seem to be slightly oscillatory. Another interesting observation is that the FV computation
is not activated at the beginning of the shear layer until the mixing layer starts to lose the stability, see the
identified FV cells at the same time in Fig. 16. As for the small oscillations in the sub-grid level, they do
not affect the general high accuracy of the method. To demonstrate this point, we give a more
quantitative comparison through the density field between x = 50 and x = 150 at y = 0. The reference
solution is again from [38], which is obtained by performing high order finite difference scheme on much
refined meshes. From Fig. 17, the present method has achieved almost identical agreement against the
reference solution, indicating the desirable performance of the high-order DG/FV method in using the
coarser meshes to simulate such complex flows.

Figure 15: Illustration of different regions in flowfield initialization for shock shear-layer interaction

Table 2: The initial values at different regions for shock shear-layer interaction

Physical variable Region 1 Region 2 Region 3 Region 4 Region 5

u-velocity 3.0000 2.0000 2.9709 2.9792 1.9001

v-velocity 0.0000 0.0000 −0.1367 −0.1996 −0.1273

Density 1.6374 0.3626 2.1101 1.8823 0.4173

Pressure 0.3327 0.3327 0.4754 0.4051 0.4051

2200 FDMP, 2024, vol.20, no.10



Figure 16: The flowfield results at t = 120 for shock shear-layer interaction. (a) The dilatation contour.
(b) The density counter. (c) The FV cells indicated with red color

Figure 17: The distribution of density along y = 0 at t = 120 against the reference solution from [38] for
shock shear-layer interaction
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4 Conclusion

In this work, we have suggested the high-order DG/FV method for computational aeroacoustics and
tested the performance of the method for shocked-associated noise problems. The high-order DG/FV
method achieves subcell resolution and low dissipation properties, which play an important role in
simulating aeroacoustic problems. The high-fidelity discontinuity-capturing scheme under the BVD
reconstruction paradigm shows desirable features in terms of eliminating spurious oscillations and
maintaining high resolution on both the discontinuities and the smooth flow structures. In particular, the
method of using higher-order schemes shows the favorable characteristic through the use of coarse
meshes to gain comparable and even better resolution for the smooth acoustic wave. The superiority of
the proposed method on the coarse meshes is more related to the high resolution of the high-order DG
scheme, which results from having more degrees of freedom. Numerical tests on complex flows involving
strong shock-vortex interactions also reveal that the method is able to capture various discontinuities
without generating spurious oscillations and maintain the high resolution on smooth and delicate flow
structures. Good agreement on the sound pressure and density solution in quantitative comparison with
the finite difference or finite volume scheme also indicates the superior performance of the high-order
DG/FV method.
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