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Abstract: Plant diseases prediction is the essential technique to prevent the yield
loss and gain high production of agricultural products. The monitoring of plant
health continuously and detecting the diseases is a significant for sustainable agri-
culture. Manual system to monitor the diseases in plant is time consuming and
report a lot of errors. There is high demand for technology to detect the plant dis-
eases automatically. Recently image processing approach and deep learning
approach are highly invited in detection of plant diseases. The diseases like late
blight, bacterial spots, spots on Septoria leaf and yellow leaf curved are widely
found in plants. These are the main reasons to affects the plants life and yield.
To identify the diseases earliest, our research presents the hybrid method by com-
bining the region based convolutional neural network (RCNN) and region based
fully convolutional networks (RFCN) for classifying the diseases. First the leaf
images of plants are collected and preprocessed to remove noisy data in image.
Further data normalization, augmentation and removal of background noises
are done. The images are divided as testing and training, training images are
fed as input to deep learning architecture. First, we identify the region of interest
(RoI) by using selective search. In every region, feature of convolutional neural
network (CNN) is extracted independently for further classification. The plants
such as tomato, potato and bell pepper are taken for this experiment. The plant
input image is analyzed and classify as healthy plant or unhealthy plant. If the
image is detected as unhealthy, then type of diseases the plant is affected will
be displayed. Our proposed technique achieves 98.5% of accuracy in predicting
the plant diseases.

Keywords: Disease detection; people detection; image classification; deep
learning; region based convolutional neural network

1 Introduction

Identifying the plant diseases is based upon the appearance of plant leaves which play a essential task in
agriculture land. Similarly automated prior detection of diseases in the plants will improve the yield in
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healthy manner and high quality [1]. In the cultivation of large quantity of crops, it’s too difficult to find the
plant diseases by observing and visualize the affected leaf. Even though pathologist, agriculturist may also
face these difficulties. If disease is identified, then continuous monitoring is done. In the remote areas there is
no such facility to identify the disease. Also, preventing the disease by treatment is a challenging one.
Farmers have to travel far to consult an expert of agriculturist or pathologist. It is a time-consuming job
and expensive too [2–4]. Therefore, an automated intelligent system was needed for the recognizing and
analyzing of diseases in the plant and guides the farmer in a proper profitable way.

To overcome these issues, many research works have been developed using machine learning (ML) and
deep learning (DL) algorithms for classifying the healthy and unhealthy leaf image. These algorithms are
implemented based on the concept of pre-processing work of enhancement of image, image
segmentation, image features are extracted and implementing various classifiers [5]. Most widely used
classifiers are support vector machine (SVM) [6], decision tree, K-nearest algorithm (KNN) [7], random
forest techniques (RF) [8], naive Baye technique (NB), logistic regression strategy (LR), rule generation
[9]. Similarly, deep-learning-based algorithms, CNN, RCNN are produces the promising techniques in the
detection of diseases of plant diseases. Therefore, identifying plant disease using deep learning model is
major contribution of this work [10]. In this research paper, we try to comprehensively respond the
following research questions:

Q1: How does our novel proposed RCNN-RFCN algorithm outperforms, after comparing it with
existing relevant model?

Q2: How far can feature extraction improve the efficiency in the detection of disease plant image?

Nowadays, Deep Learning algorithm produces better outcome in recent areas like speech and Image
Recognition, Natural Language Processing, etc., The main advantage of using Convolutional Neural
Network (CNN) in the field of d plant disease prediction got better and accurate results. And also, CNN
is best for Object Recognition [11].

The major role of this research work is described as follows:

� To apply and implement the RCNN-RFCN algorithm to monitor the growth of the crop and detect the
diseased part in the plant.

� To classify the plant disease type.

� To incorporate the global optimization strategy for enhancing the optimal solution.

� To modify the existing solution more efficiently for problem solving.

The article has been arranged as shown: Section 2 discusses about the review of existing techniques,
Section 3 introduces detection of plant diseases using RCNN-RFCN, Section 4 discusses about the
experimented outcome and Section 5 concludes the work with future scope.

2 Literature Study

To get good yield in the crop production, diseases are great threatened to the farmers. Due to bacterial,
fungal and viral infection, diseases are formed in the plant. For the tomato plant, foliar disease are occurred
by warm temperature or prolonged time of wetness [12,13]. Identifying plant diseases and detecting the pest
are very important thing for the farmer. But it’s very difficult to do it manually. Intelligent machine vision is
needed to achieve it. Machine vision is a technology that collecting the images from the plant village dataset
and analysis it further by providing benefit to the agriculturist. By replacing the traditional method of
agriculture, this machine vision based detecting plant diseases are used nowadays [14].

Machine Learning (ML) algorithm assists machines to interact with agriculturist and observed their
necessities, take decision on behalf of human. For the past few years by using ML algorithms, we can
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classify the plant diseases and early detection of diseases. It helps agriculturist in the aspects of increasing
productivity in the field of cultivation [15]. Many studies have shown that CNN’s work is better for
images than many data processing techniques. The reason is that CNN’s automatically extract features
without using a feature extraction algorithm explicitly. Wang et al. [16] used Deep learning based
Convolutional Neural Network for identifying the severity of diseases. The comparison two workflow
architectures like shallow network from scratch and transferring algorithms are done. Comparison output
regulats the top layers in pre-trained deep learning network. They used transfer learning to build a
powerful classification network.

Liu et al. [17] presents a novel deep learning based CNN method for detecting leaf disease of apple in an
accurate way. Then automatically extracting the features from the unhealthy leaf and applying pipeline
learning concept with prompt accuracy. For analysis the experimental it needs 13,689 unhealthy apple
leaf images and doing the process by using image processing techniques like Principal component
analysis (PCA) jittering, disturbance in the direction and light disturbance. A novel framework of Deep
CNN based upon AlexNet model which removes the fully connected layers partially, add pooling layers,
by introduce the GoogLeNet model. For optimizing the network by using Numerical Algorithm Group
(NAG) algorithm identifying the disease of apple leaf in accurate form.

Amara et al. [18] proposed CNN technique for identifying and classify the diseases in the banana leaf.
This model uses decision support tool and helps the farmers in detecting the disease of banana leaf by taking
pictures of the leaf then this tool automatically detects the disease type.

Infected part in the plant can be detected with help of color, and other changing properties by using
classification algorithm discussed in strategy embraced in paper are Segmentation, Red Green Blue
(RGB), Color transformation, Image acquisition, classification. Different pixel information is extracted
from leaf image. Green leaves pixel and diseased leaf pixel are compared by finding the pixel ratio
corresponding to the healthy leaf to the infected leaf pixel [19]. In [20] the author monitors the crop
growth using the image segmentation techniques. Noise filtering is made, and features are extracted and
then image is further classified to detect the diseased part. Strategies/Methodology embraced in paper are
Dispersion method, Support Vector Machine (SVM), Self-sorting out element. Using picture segmentation
techniques and ML techniques the information for ripening stages of the crop and infected part
recognition is made. Tab. 1 shows the survey on detecting diseases of plant leaf using deep learning
algorithm.

Table 1: Survey on existing algorithm

Author Proposed
system

Methodology Results obtained Future plans

Wang
et al.
[16]

Deep CNN for
finding severity
of disease.

They used transfer learning to
build a powerful classification
network.

Using Visual
Geometry Group
(VGG)16 model
Accuracy 90.4%

Using sensors detecting leaf
diseases.

Liu
et al.
[17]

Deep CNN for
apple leaf
diseases.

AlexNetmodel using deep CNN.
Applied the NAG algorithm to
optimize network parameters

Accuracy is
97.62%.

Applying real time application
for identifying the apple leaf
disease using deep NN.

Amara
et al.
[18]

CNN for
banana leaf
disease.

Deep NN for detecting banana leaf
diseases like banana sigatoka and
banana speckle

Accuracy is
96.12%

Decision support tool for
detecting automatically
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3 Proposed RCNN-RFCN Plant Diseases Detection Methodology

The timely identification and prevention of plant diseases at the early stage are essential thing for
improving yield. This proposed work consists of following phases: pre-processing, Segmentation, Feature
Extraction, and classifying of healthy leaf, unhealthy leaf. These phases are shown in Fig. 1.

The Fig. 1 show that for the pre-processing work includes noise removal, normalization of the image,
data augmentation and background removal of the input plant image. In the segmentation phase using Otsu’s
threshold, extracting the features based on image colour and image texture and finally classification of the
image as healthy and unhealthy leaf in the dataset.

3.1 Pre-processing

In order to classify the healthy and unhealthy leaf accurately it undergoes to pre-process the phase. The
pre-processing phase consists of four stages:

Stage 1: Noise Removal

Stage 2: Normalization

Stage 3: Data Augmentation

Stage 4: Removal of Background

3.1.1 Noise Removal
To improve image quality, it has to delete the noise presents in image. In this work, the Wiener filter is

applied. This filter helps to remove the blur, noisy and improves the smoothing of the image. It is based on the
concept of statistical signal processing and minimize the mean square error between the original and restored
signal of image. It can be represented by:

f ðu; vÞ ¼ Hðu; vÞ�

Hðu; vÞ2 þ Snðu; vÞ
Sf ðu; vÞ
� �

2664
3775Gðu; vÞ (1)

where,

Hðu; vÞ� is conjugate complex of Fourier transform, G(u, v) is the observed image, H(u, v)2 is the
degradation of the image, sn, sf are power spectrum of noise and power spectrum of signal.

Figure 1: Architecture of proposed work
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3.1.2 Normalization
To normalize the image this work implements the Z-score normalization

f 0ðu; vÞ ¼ f ðu; vÞ �minðu; vÞ
maxðu; vÞ �minðu; vÞ (2)

where, maxðu; vÞ&minðu; vÞ is maximum and minimum value of features in the image of the dataset.

3.1.3 Data Augmentation
To get better quality of detection of healthy and unhealthy leaf, the data augmentation is applied. It

applied in both training and testing phases. In these work augmentation methods like scaling, rotation and
translation is applied. The rotated images were in the angle between 5 to 20 degrees in counterclockwise
and clockwise direction. Then scaling process is applied as shrinking or enlarging the image’s frame size
and translation of image in both vertically and horizontally.

3.1.4 Removal of Background
To enhancing the detection of unhealthy leaf image and reduce computation time, there is need of

background removal in image. Removal of the background is done by using detection of the edge and
clustering is based on pixels. For separating the background from leaf transforming from RGB image to
HSV (Hue, Saturation and Value) color space.

3.2 Segmentation

The feature extraction from the leaf plant image is done using segmentation. It plays a vital role and
segment the diseased portion of plant image. In this work for the segmentation of the diseased region is
performed using Otsu’s algorithm. It is very simple and best algorithm by calculating the threshold value
in the gray-level histogram. This algorithm is powerful technique for segmenting the object from the dark
background. This Otsu’s threshold [21] operation converting the multilevel plant image into a binary
image. That is dividing the pixels of image into different regions and by this way separating object from
its background. Based on the threshold value, it is classified into two classes foreground class and
background class. Threshold value determines about reducing intra class intensity-based variance by
increasing inter class variance. The variance sum of two classes is represented by:

a2svðnÞ ¼ P0ðnÞ � a20ðnÞ þ P1ðnÞ � a21ðnÞ (3)

where, P0, P1 probability of two classes, n = 125 threshold value, a20, a
2
1 are variance of two classes.

The probability of class can be computed using bin numbers (L = 256) with histogram and it is
defined as:

P0ðnÞ ¼
Xn
i¼1

probðiÞ (4)

P1ðnÞ ¼
Xm
i¼1

probðiÞ (5)

Less intra-class variance is equal to More inter class variance and it is represented by:

a2binðnÞ ¼ a2 � a2svðnÞ ¼ P0 � ðb0 � bThrÞ2 þ P1 � ðb1 � bThrÞ2 ¼ P0ðnÞ � P1ðnÞ � ðb0 � b1Þ2 (6)

where β0(n), β1(n), βthr(n) are class;
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b0ðnÞ ¼
Xn
1¼1

i � probðiÞ=P0ðnÞ (7)

b1ðnÞ ¼
Xm
1¼1

i � probðiÞ=P1ðnÞ (8)

bThr ¼
Xm
1¼1

i � probðiÞ (9)

P0 � b0 þ P0 � b0 ¼ bThr (10)

P0 þ P1 ¼ 1 (11)

Histogram of plant image is calculated with 256 bins and threshold value of 125.

3.3 Feature Extraction

From the plant image segmentation, relevant features extraction plays a vital role for providing accurate
detection of healthy and unhealthy plant image. Shape, color, and texture features classifies as healthy plant
and unhealthy plant image.

3.3.1 Color Feature
The color feature of the leaf plant image is distinct from the healthy portion of the plant image, and it is

similar to inter-class samples with intra-class samples. Extracting the features from the plant image based on
color used color moments of standard deviation, mean, skewness and Kurtosis [22].

Standard deviationðrÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
j¼1

Pi;j � Ei

 !2
0@ 1A

vuuut (12)

mean ðlÞ ¼ 1

N

XN
j¼1

Pi;j (13)

Skewness ðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
j¼1

Pi;j � Ei

 !3
0@ 1A

vuuut (14)

kurtosis: kurt½x� ¼ l4
r4

¼ E½ðX � lÞ4�
ðE½ðX � lÞ2�Þ2

(15)

where, Pi,j denotes the i
th component of color of the jth pixel value of a plant color image, N is the total pixels

numbers in the image. In the moment color we evaluated four standard deviation features, mean, skewness
and kurtosis for the three channels of RGB [23–35]. Therefore, for the color moment we calculated twelve
features of the plant image.
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3.3.2 Texture Feature
From leaf image features are extracted by using gray level co-occurrence matrix (GLCM) which is

represented by:

pði; j; d; hÞ ¼ pði; j; d; hÞ
N

(16)

where, p(i, j, d, θ) is value of normalized matrix, N is the addition of all pixel value of leaf in matrix element, I
and j are gray pixel values. To extract the texture feature of the plant image, four parameters are used. They
are Angular second moment, correlation, contrast, and entropy. These parameters are defined as follows:

angular second moment ðASMÞ ¼
XN
i¼1

XM
j¼1

½pði; j; d; hÞ� (17)

correlation ðcorrÞ ¼
PN

i¼1

PN
j¼1 pði; j; d; hÞ � uxuy

rxry
(18)

where, ux ¼
PN
i¼1

PN
j¼1

i� pði; j; d; hÞ; ux ¼
PN
i¼1

PN
j¼1

j� pði; j; d; hÞ;

rx ¼
XN
i¼1

XN
j¼1

ði� uxÞ2 � pði; j; d; hÞ; ry ¼
XN
i¼1

XN
j¼1

ði� uyÞ2 � pði; j; d; hÞ

contrast ðcontrÞ ¼
XN
i¼1

XN
j¼1

ði� jÞ2pði; j; d; hÞ (19)

Entropy ðEntÞ ¼ �
XN
i¼1

XN
j¼1

pði; j; d; hÞ log pði; j; d; hÞ (20)

The above four parameter is implemented, step by step pixel value with four different angles of 0o, 45o,
90o and 135o in segmented pixel elements helps to remove the green pixels.

3.3.3 Shape Feature
For extracting the shape, features of the plant image using descriptor shape is used. The feature such as

area of an object in numbers, object centroids, value of perimeter are important characteristics to describe the
object shape.

3.4 Detection

In this phase, detection of leaf disease as healthy and unhealthy image from the dataset is done. This
paper implements the classification algorithms of Convolutional Neural Network (CNN), Region-based
Convolutional Neural Network (RCNN) with Genetic Algorithm (GA) for this detection.

3.4.1 Convolutional Neural Network (CNN)
CNN has a complex structure used to perform convolution operation for detecting the healthy and

unhealthy leaf in the dataset. Fig. 2 show that structure of CNN.
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Fig. 2 is consists of input part, convolution part, pooling parts, full connection parts, soft max and output
section. Convolution layer neurons are connected with pooling layer neurons. Convolution core of
convolution layer contains a local receptive field. When processing input data the slides of feature map
on convolution core extract the relevant information of the feature. After this extraction in convolution
section. The neurons at output are fed into pooling section as input for feature extraction. This process is
repeated. Then the image is passed onto three more convolution layers each followed by a max pooling
section. Finally size of the image is reduced to 7 × 7. The methods used in the pooling layer is maximum,
mean and selecting random values of the local receptive field. Then this output neuron value is entered
into of the fully connected neurons layer. Here neurons data are classified by soft max method and
determines healthy and unhealthy leaf in the data set as output.

3.4.2 R-CNN
R-CNN stands for “Region-based Convolutional Neural Networks”. This includes two steps of

processing. At first, identification of ROI (normal Return on Investment) by using the technique of
selective search which detects the bounding-box object region. In the second step, extracting the features
of CNN from every region of the image for classification. Fig. 3 show that architecture of RCNN.

Summarization of R-CNN workflow:

1. For classifying the image using CNN network of VGG or ResNet which pre-train the dataset of
ImageNet. This classification tasks includes N classes.

2. By using selective search algorithm classify the independent ROI which contains various size of
target image objects.

3. For getting fixed size of the image using CNN and selected regions are warped.

Figure 2: CNN architecture for classifying leaf image

Figure 3: Architecture of RCNN
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4. To get fine tuning repeatedly apply CNN technique on warped to image regions of K + 1 classes. In
this stage use smaller value for learning rate and oversampling it because to detect the background
region of the image.

5. For every region of image applying propagation of forward through CNN which generates feature
vector. This feature vector is trained by binary SVM in each class of the image. For the positive
sample of image with IoU (intersection over union) threshold >= 0.3 and for negative samples of
image are irrelevant.

6. Using regression model it reduces the errors and trained the model for detecting the exact image using
CNN.

3.4.3 Proposed Hybrid of RCNN-RFCN
Region-based fully convolutional networks (RFCN) are used for detecting the disease image in an

efficient and accurate manner. To execute it position-sensitive score map is used to address a dilemma
between detecting of object and classification of object in translation-invariance. The steps involved in
hybrid of RCNN-RFCN are given below:

Step 1: input image reading

Step 2: To improve the quality implement the pre-processing using 3.1

Step 3: feature Extracting of the input pre-processed image using 3.2

Step 4: Apply RCNN using 3.4.2

Step 5: In order to get fine tune classification of leaf image, the output of RCNN is applied the fully
connected convolutional network.

Step 6: In the ROI pooling, to detect the object of the image it needs, two classes namely background
class and foreground class which detect the region of the objects.

Step 7: At the convolution layer of RCNN, implements positive-sensitive score maps for k2(C + 1) − d
convolution.

Step 8: For each class, it will evaluate k2 feature maps which represents Top-Left, Top-Centre, Bottom
right and so on.

Step 9: In the pooling layer, for (C + 1) feature maps with size of k2, calculate the average voting for the
overlapping detection of object.

Step 10: Apply SoftMax and classify the leaf image.

The hybrid of RCNN-RFCN could automatically perform the pre-processing work, extracting the
features of image in the basis of color, texture, and shape. This work is implemented in two phases in the
training phase and testing phase.

4 Experiment & Discussion

4.1 Dataset Description

In this work plant images are collected from the village plant dataset. The village plant dataset consists of
leaf’s disease in plant image name with labels. The number of tomatoes, potato and pepper-bell images used
in this work is given in the Tab. 2.
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4.2 10-Fold Cross Validations

In 10-Fold-cross validation, the full dataset is equally splitted into 10 subsets. Out of 10, 8 training
subsets and 2 subsets for testing. In each validation, the classification accuracy and average classification
accuracy is computed. The classification of accuracy is given below:

Accu ¼ y

n
(21)

where y is the samples of classified correctly and classified ‘n’ samples.

The number of samples classifies is represented as:

n ¼ N

q
(22)

where total number of samples is ‘N’ in dataset of 5000 images. Q is 10 because of 10-fold cross validation.

The average accuracy of classification in 10-fold cross validation is:

avgacc ¼
Pn

i¼1 Acci
q

(23)

Tab. 3 show that accuracy of average classification over 10-fold cross Validation for various disease
image in the data set.

Table 2: Tomato, potato and pepper-bell images

Disease name Quantity

Bacterial spot in tomato 500

Late blight in tomato 450

Leaf mold in tomato 450

Leaf spot in tomato 600

Tomato healthy 750

Potato late blight 500

Potato early blight 350

Potato healthy 500

Bacterial spot in bell pepper 400

Healthy bell pepper 500

Total 5000

Table 3: Average classification of accuracy for various disease image

(10-fold cross validation) average accuracy classification

Disease name CNN RCNN Proposed RCNN-RFCN

Tomato bacterial spot 67.8 75.61 86.89

Tomato late blight 69.75 72.55 89.56

Tomato leaf mold 68.45 74.25 87.25
(Continued)
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From the observed Tab. 3 the average accuracy of classification obtains a result by the 10-fold cross
validation on 5000 image datasets with various disease types. The proposed RCNN-RFCN (Proposed)
classifier got 90.78% as maximum average classification accuracy compared with other classifiers.

The statistical performance metric measures are given below:

Accuracy

It is used to evaluate the classification of healthy leaf images accurately.

accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
� 100 (24)

Sensitivity

It is used to evaluate sensitive to measure how much diseased images are identified

Sensitivity ¼ TP

TP þ FN
� 100 (25)

Specificity

It is used to evaluate the rate between True Negative (TN) and True Positive (TP)

Specificity ¼ TN

TN þ FP
� 100 (26)

Precision

precision ¼ TP

TP þ FP
� 100 (27)

Recall

recall ¼ TP

TP þ FN
(28)

Table 3 (continued)

(10-fold cross validation) average accuracy classification

Disease name CNN RCNN Proposed RCNN-RFCN

Tomato leaf spot 70.35 78.9 90.64

Tomato healthy 69.89 77.89 89.78

Potato late blight 68.56 79.11 90.25

Potato early blight 70.45 77.45 89.23

Potato healthy 69.22 78.12 90.34

Bell pepper bacterial spot 68.45 79.67 91.55

Bell pepper healthy 70.12 79.55 90.78
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F1-Score

F1� Score ¼ 2 � TP
2 � TP þ FN þ FP

(29)

where, TP is the true positive which contains exactly classified normal images of leaf and True Negative (TN)
is exact number of leaf disease image, False-Positive (FP) and False Negative (FN) are misidentified normal
and abnormal leaf images. Tab. 4 show that performance on metric measures of precision, specificity,
sensitivity and F1 measure.

Performance metric based on error rate of the Signal-to-Noise-Ratio (SNR), Root Mean Square Error
(RMSE), Peak Signal-to-Noise-Ratio (PSNR) and Mean Absolute Error (MAE). The error rate value is
calculated as follows:

PSNR ¼ 20 log10
2552

MAE

� �
(30)

MAE ¼ 1

MN

XM
i¼1

XN
j¼1

jX ði; jÞ � Y ði; jÞj (31)

RMSE ¼
ffiffiffiffi
1

N

r XN
i¼1

ðXi � bXiÞ2 (32)

SNRðdbÞ ¼ 20log
VRMSðSignalÞ
VRMSðNoiseÞ

� �
(33)

From the Tab. 4 classifying the healthy and unhealthy leaf images using the metric measures of
precision, sensitivity, specificity and F1-Score. The proposed work RCNN-RFCN got 98.89%, 97.54%,
95.23% and 98.12%. Fig. 4 shows that to classify the healthy leaf from the data set based on the
extracting the features. From the Fig. 4 which classifies the leaf based on extracting features of mean,
entropy, standard deviation, variance etc. Fig. 5 shows that the classification of diseased leaf based on
extracting features.

From the Fig. 5 show that classifying the diseased leaf based on extracting the features like mean,
standard deviation, entropy and so on. Tab. 5 show that execution time of different algorithm.

Table 4: Performance of metric measure

Algorithm name Precision (%) Sensitivity (%) Specificity (%) F1-Score (%)

CNN 96.45 95.12 93.75 94.67

RCNN 97.45 96.21 92.89 95.55

RCNN-RFCN (proposed work) 98.89 97.54 95.23 98.12
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Figure 4: Classify leaf based on extracting the features

Figure 5: Classification of diseased leaf based on features
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In the Tab. 5 show that execution time of performing various phases based on different model. Our
proposed work needs less time for segmentation, feature extraction, detection of healthy and unhealthy
image dataset. Fig. 6 show that accuracy of various classifiers.

From the Fig. 6 accuracy rate of CNN, RCNN and RCNN-RFCN. Proposed work produces high
accuracy rate in the classification of healthy and unhealthy from the data set. CNN got accuracy rate of
90.45%, RCNN is 94.67% and RCNN-RFCN got 98.88%. Fig. 7 show that error rate value is calculated
based on its accuracy by using Eqs. (30)–(33).

From the Fig. 7 observed that PSNR value must increase, and MAE value must decrease for the best
detection of healthy and diseases leaf image. Our proposed approach gives better error rate value in the
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Figure 6: Accuracy

Table 5: Execution time

Model name Segmentation
(sec)

Feature
extraction (sec)

Detection
(sec)

Total
time (sec)

CNN 7.26 64.32 46.75 118.33

RCNN 7.31 63.21 42.21 112.73

RCNN-RFCN (proposed work) 6.68 59.75 20.75 87.18
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Figure 7: Error rate
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basis of accuracy. In the proposed work the value of PSNR increase and the value of MAE get decrease
compared with other existing techniques.

5 Conclusions

In the prediction of plant leaf disease, this research proposed a RCNN-RFCN. This proposed work
detects and classify the various leaves of various plants and spot out the red pixels are available in the
leaves. This proposed work is a fast, less cost, faster in execution, affordable and robust one. By using
deep learning algorithm, it detects the affected region of the plant leaf in an efficient way. Using deep
learning techniques, we successfully identify the affected area in the plant leaf. Various features of the
image are extracted with their numeric values. The hybrid technique of RCNN-RFCN algorithm used
here is very much efficient and best-case time space complexities are achieved. Proposed work produces
high accuracy rate in the classification of healthy and unhealthy from the data set. CNN got accuracy rate
of 90.45%, RCNN is 94.67% and RCNN-RFCN got 98.88%. This work can be extended for detecting
healthy and unhealthy for various crop leaf images with various deep learning techniques.
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