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Abstract: The diagnostic interpretation of dermoscopic images is a complex task
as it is very difficult to identify the skin lesions from the normal. Thus the accurate
detection of potential abnormalities is required for patient monitoring and effec-
tive treatment. In this work, a Two-Tier Segmentation (TTS) system is designed,
which combines the unsupervised and supervised techniques for skin lesion seg-
mentation. It comprises preprocessing by the median filter, TTS by Colour K-
Means Clustering (CKMC) for initial segmentation and Faster Region based Con-
volutional Neural Network (FR-CNN) for refined segmentation. The CKMC
approach is evaluated using the different number of clusters (k = 3, 5, 7, and
9). An inception network with batch normalization is employed to segment mel-
anoma regions effectively. Different loss functions such as Mean Absolute Error
(MAE), Cross Entropy Loss (CEL), and Dice Loss (DL) are utilized for perfor-
mance evaluation of the TTS system. The anchor box technique is employed to
detect the melanoma region effectively. The TTS system is evaluated using
200 dermoscopic images from the PH2 database. The segmentation accuracies
are analyzed in terms of Pixel Accuracy (PA) and Jaccard Index (JI). Results show
that the TTS system has 90.19% PA with 0.8048 JI for skin lesion segmentation
using DL in FR-CNN with seven clusters in CKMC than CEL and MAE.

Keywords: Skin cancer; melanoma diagnosis; clustering; convolution neural
network; unsupervised segmentation; deep learning

1 Introduction

Integrating image-based perception and reasoning requires highly skilled radiologists in the medical
domain. As these analytical skills differ from each other and to reduce interpretive errors, Computer aided
diagnosis systems have been developed recently. An ensemble approach is discussed in [1] for
segmenting skin lesions. It uses DeeplabV3 and mask R Convolution Neural Network (CNN). Also, the
performance of the system is compared with U-Net and SegNet. The attention-based network is described
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in [2] using DenseNet to segment skin lesions. It has segmentation and discriminator modules. The attention
module extracts features from the skin lesion and suppresses other regions. The combination of adversarial
feature loss and Jaccard distance loss is used while updating the weights in the network.

A multi-scale attention CNN is described in [3] for skin lesion segmentation. The attention module is the
spatial and channel-based residual module that enhances the segmentation results. Also, a weighted cross
entropy loss is used to improve the system further. A mutual bootstrapping model is discussed in [4] for
segmenting skin lesions. It comprises coarse, mask-guided, and enhanced segmentation networks. The
coarse network provides the lesion masks for the mask-guided network for the classification. All these
networks mutually transferred the obtained information for effective segmentation of skin lesions. A
feature learning framework is discussed in [5] with decision fusion for segmenting skin lesions. This
framework is placed at the top of CNN, where the discriminative features are extracted based on the
correlation between the lesions and their informative context. Also, decision fusion is performed to select
the decisions from the classification layers. A dual attention module is described in [6] for segmenting
skin lesions. The shape irregularity and boundary continuity are analyzed using pixel-wise and global
average pooling respectively. It captures the multi-scale features for the segmentation along with the
spatial information.

A dense deconvolution network is implemented in [7] for skin lesion segmentation. It uses residual
learning with chained residual pooling to capture the rich textural information. Also, fusion takes place in
the residual pooling that uses local and global contextual information. To refine the prediction results,
hierarchical supervision is introduced. Active contour and YoloV4 network-based approach for
segmenting skin lesions is described in [8]. At first, the artifacts are removed using morphological
operations and then enhanced. After preprocessing, the YoloV4 object detector is employed to segment
the regions with infected or non-infected regions, and then an active contour is used.

The conditional random fields by deep CNN for skin lesion segmentation are discussed in [9]. It utilizes
different CNN models to obtain better performance along with the probabilistic inferences obtained from the
conditional random fields. A fuzzy-based lesion segmentation rule is implemented to refine the lesion
boundary. A saliency map-driven approach is discussed in [10] for segmenting skin lesions. The saliency
score of each region in the dermoscopic images is provided based on the regional contrast, multi-level
segmentation, and random forest regressor. A level set approach then refines the obtained initial mask. A
fully convolutional network is implemented in [11] for skin lesion segmentation. The colour information
from multiple colour spaces; RGB, HSV, and CIELAB are utilized and a smaller kernel deeper CNN is
employed for the segmentation. Adversarial learning of dense residual networks is designed in [12] for
skin lesion segmentation. A dense residual block is introduced in the encoder-decoder network to train
the network effectively. The relationship between the adjacent pixels is also captured, and a multi-scale
loss function is employed.

A colour based U-net model is discussed in [13] for skin lesion segmentation. The single input U-net
model is modified to accept multi-inputs from different colour spaces. The obtained features from each
encoder network are fused using a channel-wise attention module, and the decoder network generates the
lesion maps. A semi-supervised system is discussed in [14] for skin lesion segmentation. It uses a mean
teacher scheme for confidence-aware learning from dermoscopic images. The true class probability-based
confidence level is employed for the segmentation. A fractal-based system is discussed in [15] for skin
cancer diagnosis. It uses differential box-counting to obtain the fractal dimension, and parametric and
non-parametric classifiers are employed for skin cancer detection.

In this paper, a skin lesion segmentation approach by Two-Tier Segmentation (TTS) is presented with
the help of Colour K-Means Clustering (CKMC) and Faster Region based Convolutional Neural Network
(FR-CNN). The rest of the paper is as follows: The design of the TTS approach is discussed in Section 2.
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The performances of the TTS approach with different loss functions and a different number of clusters (k = 3,
5, 7, and 9) are discussed in Section 3, and the conclusion is made in the last Section.

2 Proposed TTS System

The proposed TTS system architecture is shown in Fig. 1. It consists of preprocessing and TTS stages.
The former stage uses median filtering, and the later stage uses CKMC for initial segmentation and FR-CNN
for refined segmentation.

2.1 Preprocessing

A simple median filtering [16,17] is employed in this stage. In many pattern recognition approaches, it is
often used to remove noises due to its simplicity and easy computation. It smoothes the images while keeping
the important information in it. Fig. 2 shows the median filtered outputs for sample dermoscopic images.
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Figure 1: Proposed TTS system

Figure 2: (a) Dermoscopic images (b) preprocessed image
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It uses a square-shaped window and is placed over the images. Then finds the median value of pixels
over the window and replace the center pixel with the median. The window is moved from left to right
and top to bottom until the whole dermoscopic image is processed. The size of the square-shaped
windows is 21 × 21.

2.2 Colour K-means Clustering in TTS System

This is the first tier system in TTS using the CKMC approach. The conventional KMC is performed on
gray scale images, whereas CKMC is on colour images. The CKMC algorithm uses L*a*b* colour space as
the visual differences can be easily quantified. The L*a*b* colour space where L (lightness of the colour), a
(red minus green), and b (green minus blue) is defined by [17].
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colour channels are Rw, Gw, Bw respectively. Fig. 3 shows the components of L*a*b* colour space.

The CKMC approach uses only the L and a* components as they only provide the colour information.
The algorithm for the CKMC approach is as follows:

1. Choose the initial clusters based on the k value.

2. The CKMC has two steps;

a) Assignment: Compute the least squared Euclidean distances between the data points and the
clusters. Assign the clustered index to the data points which have the least distance.

b) Update: The mean values in each new cluster are updated in this step.

The above steps are iterated until there are no changes in step 2a or it converges in step 2b. Different k
values (3, 5, 7, and 9) are used in this study to segment the melanoma region initially. The CKMC algorithm
converges only when there are no changes in step 2a or a finite number of iterations (number of iterations:
30). Figs. 4a and 4b show the results obtained by setting five and seven clusters in the CKMC segmentation
approach.

2.3 FR-CNN in TTS System

This is the second-tier system in TTS using the FR-CNN approach [18]. The inception architecture is
used to extract deep features with batch normalization. Inception architecture is used to avoid overfitting
and make the gradient updating very easy. In order to increase the training speed, the image size is
reduced to 128 × 128 pixels before applying the FR-CNN. Fig. 5 shows the inception architecture where
C is the convolution operation. The fully connected layer uses back propagation with three loss functions
such as Mean Absolute Error (MAE), Cross Entropy Loss (CEL), and Dice Loss (DL). The loss functions
definitions are as follows:
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MAE ¼ 1

n

Xn
i¼1

yi � ŷij j (4)

CELðy; ŷÞ ¼ �ðy logðŷÞ þ ð1� yÞ logð1� ŷÞÞ (5)

DLðy; ŷÞ ¼ 1� 2yŷþ 1

yþ ŷþ 1
(6)

The number of epochs used to train the FR-CNN approach is 30, with a learning rate of 0.001 and
momentum of 0.8. Also, batch normalization is employed to stabilize the learning process with a mini-
batch size of 8.

The inception architecture reduces the computational complexity by factorizing higher convolution
operations (7 × 7) by more than one small convolution operation (two 3 × 3). The anchor box technique
is used in RPN to detect objects of different shapes. It uses different scales and aspect ratios. Thousands
of anchor boxes are created to predict the melanoma region. The intersection over union property (greater
than 40%) is utilized to detect melanoma. Table 1 shows the important configuration details of FR-CNN
architecture.

Though FR-CNN can be used directly for the segmentation, the proposed system operates in two stages.
The first stage identifies the melanoma region by CKMC, and the FR-CNN fine-tunes the same region. As the
FR-CNN uses only the pre-determined melanoma region, the proposed FR-CNN is faster than the system
using the whole image. The distance or the number of pixels moved over the input by the subsequent
convolution operation is termed stride. The max-pooling and average-pooling layers for the features f in
the feature space F are defined below:

 

 

 
(a) (b) (c)

Figure 3: Different components of L*a*b* colour space (a) L (b) a* and (c) b*
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maxpool ¼ max
f 2F

f (7)

avgpool ¼ 1

Fj j
X
f 2F

f (8)

3 Results and Discussions

The dermoscopic images from the PH2 [19,20] database are utilized to analyze the TTS approach for
melanoma detection. The original size of each dermoscopic image is 768 × 500 pixels. The PH2 has
200 images (120 abnormal (80 benign and 40 melanoma) and 80 normal). Fig. 6 shows a sample image
in three categories in the PH2 database. A random split approach is employed with 70:30 ratios to obtain

Figure 4: (a) 5 clusters or regions (b) 7 clusters
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Figure 5: Inception architecture
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training and testing samples. Thus, 84 abnormal and 56 normal images are used for training, and the
remaining 36 abnormal and 24 normal images are used to test the efficiency of the FR-CNN system.

The commonly used metrics of segmentation based approaches are Pixel Accuracy (PA) and Jaccard
Index (JI) [21]. Their definitions are as follows:

Table 1: FR-CNN system

Layer module Patch size strides Pooling Projections

Convolution – 7 × 7 2 Max –

Convolution – 3 × 3 1 Max –

Inception

3a

Number of filters is
based on the module

Avg
32

3b 64

3c Max –

4a

Avg

128

4b

4c 96

4d

4e Max –

5a Avg 128

5b Max –

Pooling – Avg –

Figure 6: PH2 database images
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PA: It is the ratio between the number of pixels correctly classified as lesion and the total number of
pixels marked as lesion in the respective ground truth data.

PA ¼ number of classified pixels as lesion by TTS approach

number of pixels marked as lesion in the ground truth data
(9)

JI: It shows the similarity and diversity between two sets A and B. It is defined as

JI ¼ A \ Bj j
A [ Bj j (10)

Also, Precision (P) and Recall (R) matrices are used for the analysis. These two terms are defined in Eqs.
(6) and (7).

P ¼ True Positive

True Positiveþ False Positive
(11)

R ¼ True Positive

True Positiveþ False Negative
(12)

The term ‘True Positive’ in Eq. (11) is the number of pixels correctly classified as melanoma compared
to the ground truth image. Similarly, the term is ‘False Positive’ is the number of pixels corresponding to the
normal region is misclassified as melanoma and ‘False Negative’ in Eq. (12) is the number of pixels
corresponding to the melanoma region is misclassified as normal. Fig. 7 shows the final segmentation
from the FR-CNN system using the TTS approach.

Any deep learning network design requires an optimization function (Adam optimizer) for training the
network. The model error is computed using a loss function. This work uses three loss functions to analyze
the TTS approach; MAE, CEL, and DL. Table 2 shows the performances of the TTS approach.

It can be seen from Table 2 that the DL function in the Adam optimizer provides better segmentation
outputs than other loss functions in Adam optimizer. The system achieves 90.19% of PA with 0.8048 JI
when the RPN uses the CKMC approach with seven clusters as inputs. The CEL in the Adam optimizer
provides 88% PA with 0.7859 JI for the same inputs, whereas it is 86.12% (PA) and 0.7752 (JI) for MAE
in Adam optimizer. Fig. 8 shows the performances of DL for skin lesion segmentation using the TTS
system with 7 clusters, and Fig. 9 shows the comparison of loss functions with different k values in
CKMC in terms of PA.

It can be seen from Figs. 8 and 9, DL has more promising performances than MAE and CEL,
irrespective of the number of clusters used in CKMC. Also, CEL has more discriminating power than MAE.
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Figure 7: Segmented results (a) input image (b) 5 clusters (c) 7 clusters

Table 2: Performances of the FR-CNN with different loss functions

#clusters Loss function PA JI P R

3 MAE 0.6290 0.5486 0.6150 0.6192

CEL 0.6469 0.5370 0.6371 0.6287

DL 0.6998 0.5893 0.6905 0.6837

5 MAE 0.7411 0.6631 0.7271 0.7393

CEL 0.7680 0.6648 0.7582 0.7408

DL 0.8008 0.7038 0.7915 0.7848

7 MAE 0.8612 0.7752 0.8592 0.8538

CEL 0.8801 0.7859 0.8795 0.8686

DL 0.9019 0.8048 0.8927 0.8993

9 MAE 0.8501 0.7521 0.8381 0.8427

CEL 0.8790 0.7614 0.8699 0.8574

DL 0.8834 0.7748 0.8816 0.8841
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4 Conclusions

The accurate segmentation of skin lesions is necessary to diagnose skin cancer. In this work, an efficient
TTS approach is designed using unsupervised (CKMC) and supervised (FR-CNN) algorithms. CKMC
obtains the initial segments of lesions, and the regions are fine-tuned and classified by the FR-CNN
approach. Different k values in CKMC and different loss functions are analyzed for the performance of
the TTS approach for skin lesion segmentation. Results show that among the different k values,
k = 7 provides better performance in terms of PA, JI, P, and R with DL in FR-CNN. The system achieves
90.19% of PA with 0.8048 JI when the RPN uses seven clusters and DL. The MAE provides only
86.12% PA with 0.7752 JI for the same inputs, whereas it is 88% (PA) and 0.7859 (JI) for CEL. It is
concluded that DL is more suitable for skin lesion segmentation.
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