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Abstract: Women from middle age to old age are mostly screened positive for
Breast cancer which leads to death. Times over the past decades, the overall sur-
vival rate in breast cancer has improved due to advancements in early-stage diag-
nosis and tailored therapy. Today all hospital brings high awareness and early
detection technologies for breast cancer. This increases the survival rate of
women. Though traditional breast cancer treatment takes so long, early cancer
techniques require an automation system. This research provides a new methodol-
ogy for classifying breast cancer using ultrasound pictures that use deep learning
and the combination of the best characteristics. Initially, after successful learning
of Convolutional Neural Network (CNN) algorithms, data augmentation is used to
enhance the representation of the feature dataset. Then it uses BreastNet18 with
fine-tuned VGG-16 model for pre-training the augmented dataset. For feature
classification, Entropy controlled Whale Optimization Algorithm (EWOA) is
used. The features that have been optimized using the EWOAwere utilized to fuse
and optimize the data. To identify the breast cancer pictures, training classifiers
are used. By using the novel probability-based serial technique, the best-chosen
characteristics are fused and categorized by machine learning techniques. The
main objective behind the research is to increase tumor prediction accuracy for
saving human life. The testing was performed using a dataset of enhanced Breast
Ultrasound Images (BUSI). The proposed method improves the accuracy com-
pared with the existing methods.
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1 Introduction

Breast cancer became one of the major causes of death in women around the world. It is becoming
increasingly common across both industrialized and developing economies. This disease attacks the
breast cells widely. It is the world’s 2nd most common tumor, after lung cancers [1]. Breast cancer
tumors are detected using x-rays. Around 1.8 million cases of cancer were detected in 2020, with breast
cancer representing 30% of those instances. Breast cancer is classified as either malignant or benign. The
many properties of cells are used to classify them. Breast cancer must be detected at such an earlier point
in time to lower fatality rates [1].

Mammography, functional magnetic resonance (MRI), ultrasonography, and digitized chest
tomosynthesis are some techniques suggested for the identification of breast cancers. Mammography is a
low-cost, limited technique that is recommended for the early detection of breast cancer. The MRI is a
non-invasive method of confirming the existence of a tumor. Throughout this MRI test, an allergic
response to the contrast material is possible. The MRI test had an unforeseen result. Mammography is the
preferred test in the early stages. Therapy for breast cancer is achievable in the early stages [2]. Surgeries
to correct the defective area, medicine, radiotherapy, chemotherapeutic, hormone therapy, and
immunology are only a few of the possible treatments. When it is used soon on, such medicines have the
potential to help. If discovered early, the rate of survival in wealthy countries is 90 percent, 40 percent in
Southern Africa, and 66 percent in India. Because the Baltic States possess limited resources, earlier
diagnostic and therapeutic procedures can help preserve women’s lives.

The main motivation of this research is the Deep Learning method can identify breast cancer early. There
is a variety of Deep Learning techniques open right now, and not all of them have indeed been tested for
potential effectiveness in breast cancer detection. Such methods are being used to perform highly
autonomous mass segmentation methods by identifying essential unique information from images with no
need for direct human involvement. When the number of pictures required for training a Deep CNN
(DCNN) network is inadequate. Transfer learning (TL) can help improve diagnostic accuracy inside the
health sector, particularly when combined with the complicated forms of breast radiographs. Studies have
increasingly become interested in fine-tuned TL systems using pre-trained parameters for performing
multiple supervised classifications with substantial interpreting efficiency [3].

Selective choice of the best characteristics from the initial features extracted is a research area that is
currently being investigated. Several options are best, including such Genetic Algorithm (GA), Particle
Swarm Optimization (PSO), and others, which are reported in the literature and used in diagnostic
imaging. Rather than use the whole feature space, these strategies use the optimal subset of features. The
primary benefit of attribute selection approaches is that they increase accuracy whilst reducing processing
time [4]. Furthermore, a few key traits are sometimes overlooked throughout the best feature set, which
has an impact on network reliability. As a result, feature matching algorithms were developed by machine
vision scientists [5]. Nuclear fusion expands the number of predictions and improves the program’s
reliability [6].

To enhance the characteristics, the Improved Entropy Whale Optimization Algorithm (EWOA) is used.
By lowering the computing price, the service’s efficiency rate would improve. The attribute selection process
is carried out. The attribute selection strategies will improve the model’s performance by lowering the
computation complexity and classifying burden. A features extraction method is used to identify the most
significant features for the modeling which will enhance its validity. The purpose of feature fusion is to
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combine the inherent information of multi-input combined into digital input vectors. Feature matching aids in
the consolidation of many data systems into a single location.

The major contribution of the proposed work is given below:

v The BreastNet18 model is offered, which is implemented on a fine-tuned VGG16 design and
produced the best performance among pre-trained systems.

v Transfer learning was used to train the enhanced ultrasound pictures.
v Machine learning techniques are employed to classify the best-selected features, which are merged

using a probability-based method.

The rest of our research article is written as follows: Section 2 discusses the related work on various
classification methods of breast cancer and feature selection methods. Section 3 shows the algorithm
process and general working methodology of the proposed work. Section 4 evaluates the implementation
and results of the proposed method. Section 5 concludes the work and discusses the result evaluation.

2 Literature Review

A lot of new vision-based computerized approaches for breast cancer categorization employing
ultrasound pictures are presented by scientists [7,8]. A number of them focused on fragmentation, then
feature retrieval [9], and a couple obtained features using digital photos. Within a few instances, the
authors used the preprocessing phase to boost the quality of the input photos and emphasize the diseased
area for improved extracting features [10]. For instance, described a computer-aided diagnostic (CAD)
technique for breast cancer identification. To recreate brightness-mode pictures from the original
information, they used the Hilbert Transform (HT) [11].

The K-Nearest Neighbor (KNN) classifiers and the ensemble tree-based models are then used to collect
and classify structure and texture data. For breast tumor segmentation from ultrasound pictures, it used
semantic segmentation, fuzzy logic, and deep learning. Researchers utilized fuzzy logic inside the pre-
processing stage and applied extraction of features to divide the tumor. For the final tumor categorization,
eight pre-trained algorithms were used [12].

The author [13] proposed a radionics-based categorization pipeline machine learning-based (ML). The
ROI was delineated, and valuable features were derived. Again, for the final prediction, classifiers were used
to classify the retrieved characteristics. The BUSI dataset has been used in the study, and the results revealed
an improvement in inaccuracy. In [14] the author proposed a deep learning-based architecture for breast mass
detection using computed tomography. To increase the flow of information, they applied transfer learning
(TL) and inserted deep representation scaling (DRS) layers between pre-trained CNN segments. After the
training phase, only the DRS layer settings were changed to alter the pre-trained CNN for analyzing
breast mass categorization from the input photos. When compared to more current methodologies, the
DRS technique performed much better.

The author [15] suggested a method for segmenting breast cancers using contextual level sets. To grasp
easily explain characteristics from knowledge representation, they used a UNet-style encoder-decoder
architectural net. A large double-supervised transfer learning network for breast cancer categorization is
described in [16]. The Maximum Mean Discrepancy (MMD) standard was used to implement the
Learning using Privileged Information (LUPI) model. Eventually, they integrated both strategies and
improved performance using a unique double-supervised TL network (DDSTN).

The researchers [17] developed a computerized breast cancer categorization method based on ultrasound
images. They used a picture fusion method with image feature representations and numerous CNNmodels to
create a new image fusion technique. The testing was performed on BUSI and commercial datasets, and the
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results were impressive. In [18] developed a computational approach for detecting breast tumor sections
(BTS) from MRI sections of the breast. To enhance and retrieve the BTS from 2D MRI slices, the
research uses a hybrid thresholding and classifier model. Watershed Integration is used to mine the BTS,
tri-level thresholding is built just on Slime Mould Algorithm and Shannon’s Entropy is built to enhance
the BTS. During the recovery of the BTS, the BTS and ground reality are compared, and the requisite
Image Performance Values are calculated. An Extreme Learning Machine (ELM) was utilized by
scientists [19] to detect breast cancer. Secondly, irrelevant features are excluded using the information
gain feature selection method.

This technique of transfer learning [20] is being used to improve the effectiveness of the learning
algorithms which are needed to execute categorization. This method facilitates and accelerates learning.
When there isn’t a lot of data, transfer learning comes in handy. Whenever the weights are initialized,
transfer training with fine-tuning is way quicker and retraining is simpler. To use a modest number of
[21–24], it quickly acquired transfer features. Various types of features, such as histology cancer images,
digital mammograms, and chest X-ray images, have been classified using the deep learning approach with
CNNs [25].

Machine learning models CNN, ResNet-50, and Inception-ResNetV2 were utilized to categorize the
breast and DDSM databases. The pictures of a mammogram might be classed as benign and malignant.
The accuracy of the breast dataset was 88.74 percent, 92.55 percent, and 95.32 percent [26]. Faster-
RCNN was employed in this other research to recognize and identify the breast and CBIS-DDSM
databases. On the breast dataset, an area under a ROC curve (AUC) of 0.95 was obtained [27]. Because a
significant number of information sets are required to build deep neural networks, the rotating and flipped
technique is used to expand the mini-MIAS dataset. After augmentation, 450,000 photos of MIAS are
taken and scaled to 192 192 pixels. By using the multi-resolution convolutional neural network approach
(MCNN), the pictures are categorized into three parts: normal, benign, and malignant.

To answer the regular and non-linear system of equations, the researchers were using a physics-inspired
neural network (PINN) with a regressed adaptable perceptron to forecast smoother and discontinuity
outcomes. The nonlinear Klein Gordon equation has indeed been resolved to produce a smoother answer,
and the nonlinear Burgers equations and the Helmholtz equation, in particular, have been employed to
exploit different elevation answers. The operational amplifier hypervariable is modified by modifying the
topology gradient descent that engages in the optimization method to get the optimal connection speeds.
The adaptable non-linear activation excels in the case of knowledge skills to enhance the convergence
speed during basic training and solution accuracy. To use this strategy, productivity can be boosted [28].

3 Proposed Methodologies

This segment describes the design structure for the classification of breast cancer utilizing ultrasound
pictures. Fig. 1 demonstrates the efficiency of the suggested system. The primary ultrasound pictures
receive actual data augmentation before being transferred to a fine-tuned convolutional model
BreastNet18 for training and testing purposes. The training is done with TL, and features are extracted
from the average global pool level. The Modified Entropy Whale Optimization Algorithm is used to
enhance the selected features. A probability-based technique is utilized to merge the best classification
characteristics. Lastly, machine learning classifiers are utilized to classify the fused characteristics [29–33].
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3.1 Data Augmentation

In recent times, data augmentation has become a popular topic in the field of deep learning. Neural
networks involve a large number of training instances [34–36] in deep learning; yet, previous sets of data
in the healthcare area are in the limited resource area. As a result, to improve the variety of the entire
dataset, a data augmentation phase is required.

The BUSI database has been used in the study to validate the results. The package includes 780 photos
with an aggregate file size of 500 by 500 pixels. As shown in Fig. 2 this information is categorized into three

Figure 1: Architecture of the proposed system
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parts: normal (133 pictures), malignant (210 pictures), and benign (487 pictures). This original dataset was
split into 50:50 training and testing groups. Following that, each class’s training photos were divided into
three categories: normal (56 images), malignant (105 images), and benign (106 images) (243 images).
Because this database [37] is insufficient to construct the deep learning method, a data augmentation
phase is used.

3.2 Breastnet18

BreastNet18 which is based on a fine-tuned VGG16 structure has undergone multiple tests using our
datasets to assess its efficiency [38–40]. Furthermore, elimination research is conducted to improve the
technology’s robustness again for mammography classification problems. Fig. 3 depicts the structure of
BreastNet18 and fine-tuned VGG16 Network.

An initial VGG16 does have a thickness dimension of 23 and 16 layers, as the title suggests. This is
divided into five frames, each with 2 or 3 convolution layers and a Maxpooling layer. Through the
multiplication of arrays of input information with such two-dimensional arrays of values, called just

Figure 2: BUSI dataset

Figure 3: Structure of BreastNet18 and fine-tuned VGG16 network
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filters or kernels, convolution, r accomplishes a linear approach.

f � gð Þ Nf g ¼
Xm

k¼1
g kð Þ : f N � k þ m=2ð Þ (1)

The inputs and kernels values are g() and f(), respectively, and (f*g) signifies a dot product of such
values above several parameters N. The Maxpooling layer reduces the size of the map data by adding
filters or kernels upon receiving the similarity matrix out from the convolution operation. The output
vector upon adding the filtering to an input sequence with an input picture size of (m ×m) and a filter
size of ((f × f)) is:

m� mð Þ � f � fð Þ ¼ m� f þ 1ð Þ � m� f þ 1ð Þ (2)

Just after the sixth block of VGG16, we add a flattening and a hidden state to create our modified model
BreastNet18. Because the input layer of the design demands that picture length, it is an RGB picture, be
224 × 224 × 3, a first convolutional layer’s input dimensions is 224 × 224 × 3. A first block, in this case,
has 2 convolutional layers with 64 layers and the same padding, followed by a 2 × 2 Maxpooling layer
with stride 2 × 2. A second segment, like the first, has two convolution layers with 128 layers and a
kernel size of 3 × 3, followed by a Maxpooling level of two inputs and one output [41].

Three convolutional layers are separated by a Maxpooling structure within the last three phases. The
3 fully connected layers in phases 3, 4, and 5 have channel sizes of 256, 512, and 512, correspondingly,
with the same convolution kernel of 3 × 3. In each Maxpooling layer, the original image data is reduced
to half of its original length. A corresponding output region of interest from the last Maxpooling level is
of size 7 × 7 × 512 just after stacking of convolutional and Maxpooling levels. To create a 1 ×
25,088 feature representation, a flattened layer was applied. There was also a thick layer that produces
4 layers for each of the 4 categories. These light blue squares in five lines in Fig. 3 are convolutional
blocks loaded from the VGG16 network, which has been pre-trained just on the ImageNet dataset.

As previously stated, our suggested BreastNet18 design is produced by adding one flattening and hidden
layer to the VGG16 network after the sixth phase. The thicknesses of the strata are frozen during the pre-
training stage and the training step of our study. Inside the fine-tuning stage, the pink lines represent
BreastNet18’s flattening level and hidden layers that are upgraded by the innovative capabilities of
mammography. Rather than 1000 classes, the last FC layer is updated to categorize 4 courses. This
system was again trained up with the mammography dataset after the pre-trained weights of VGG16 were
imported using a deep learning approach.

3.3 Transfer Learning

Transfer learning (TL) is a machine learning technique that involves reusing previously learned models
for a new assignment [42,43]. Practically, reusing or transferring information from previous knowledge jobs
for freshly learned activities does have the potential of increasing a supervised training agent’s sample
selection effectiveness. TL is used to identify feature representations in this case. To accomplish this, a
pre-trained model is fine-tuned before being trained with TL. TL is mathematically specifically defined:

Two factors characterize a domain

d ¼ FY ; p yð Þf g (3)

A characteristic area FY and distribution of frontier probability

y ¼ y1; y2; y3; . . . ; ynf gEFY (4)
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If two domains are distinct, then possess the divergent marginal probability

p FYp
� � 6¼ p FYq

� �� �
; FYp 6¼ FYq
� �

(5)

The modified deep model inherits the information from the previous design (resource domains).
Following that, the redesigned model is trained with the relevant hyper-parameters: The learning rate is
0.001, the mini-batch size is 16, the epochs are 200, and the stochastic gradient descent learning method
is used. The parameters are taken from the updated deeper model’s Global Average Pooling (GAP)
layers. Two redesigned scheduling algorithms are then used to optimize the features extracted.

3.4 Feature Selection Using Entropy Controlled Whale Optimization Algorithm (EWOA)

From the evaluation stage, the WOA finds the best available response, which quickly finally succumbed
to the optimal solution and diminished feature subset. Within the discovery phase, the random individualized
learning process has certain blind spots and it does not execute any efficient exchange of information across
units, disrupting the algorithm’s convergence speed. To address these shortcomings, the WOA needs to be
enhanced. EWOA, a novel method, is presented. The controlling input B is utilized to optimize the WOA’s
explorative and exploitative capabilities. During repeated operation of the method, the discovery frequency
in WOA is just 0.1535. WOA’s capabilities are restricted.

The EWOA’s growth and discovery process is governed by raising the likelihood linearly. Whenever
individuals understand from the top as well as other individuals of an animal’s big group, then their
technical quality will increase. Unique neighborhoods are established by appropriate social learning
techniques that take into account the individual’s social status, social pressure, and the establishment of
social networks. This adaptable social media strategy is being utilized to help create whales’ adaptable
communities, increase group dynamics, and enhance EWOA computation precision. The new technique
is presented as a neighborhood-based method that will promote demographic diversity as well. By
integrating the wavelet mutation met the EWOA’s convert vertical rises whenever the population rises
from a locally optimal, as well as the method demonstrates an overfitting problem whenever the
population returns to the local optimal solution.

3.4.1 Linear Increasing Probability
To variables absolute vertical controlled variables absolute variables Bj j 2 0; 2½ � in the WOA ae set to

Bj j � 1, the method produces global search. Whenever c � 1
2 cmax; then Bj j, 1 will always be true, as

shown in Eq. (6). In the later part of the cycle, the method’s exploring potential is limited. Let

q ¼ 2 1� c

cmax

� �
; � ¼ 2rd � 1; B ¼ q : �. in the entire repetition, and the value of B � 1j j is

B ¼ 2 1� c

cmax

� �
: 2rd � 1ð Þ (6)

Prob Bj j � 1ð Þ ¼ 0þ
Z 2

1

Z 1

1
q

O�Oq � 0:307 (7)

Whenever the pprob � 0:5 and the exploratory probability is 0.5 × 0.307 = 0.1535, the WOA conducts
exploitative activities. Because |B| cannot sustain the EWOA’s exploration capability due to its poor
exploration capability, the exploitation and exploration abilities are managed by probability Pi, which will
expand the number of iterations linearly to perform universal exploring.

Pi ¼ 0:5þ x :
c

cmax
(8)
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Pi ¼ 1� 1

cmax
:
Xcmax

c¼1
0:5þ 0:4 :

c

cmax

� �
¼ 0:3� 0:2

cmax
x (9)

Exploration and exploitation are governed by a linearly increasing probabilities Pi, which improves the
method’s exploration capability cmax � 2; Pi � 0:2. 0:1535.

3.4.2 Adaptive Social Learning Strategy
Every whale may form a neighborhood participation association and modify its existing right solution

behavior of copying in social behavior. By strengthening and enhancing information exchange between
groupings, the algorithms (EWOA) go away from the common optimal solution population numbers are
given by PN for the existing population, Gr cð Þ ¼ ESH1 cð Þ; ESH2 cð Þ; . . . ; ESHPN cð Þf g. To obtains the
saved populations, and the fitness values are calculated and ranked from small to major. The social
ordering is described using Gr1 cð Þ ¼ ESH 1ð Þ cð Þ; ESH 2ð Þ cð Þ; . . . . . . ; ESH PNð Þ cð Þ� �

and ESH ið Þ cð Þ.
SR ið Þ cð Þ ¼ PN þ 1� i; i ¼ 1; 2; . . . . . . . . . :; PN (10)

ti cð Þ ¼ SR ið Þ cð Þ � Sif
PN

; i ¼ 1; 2; . . . . . . . . . . . . ; PN (11)

SR ijð Þ cð Þ ¼ 1; if rd1 � max ti cð Þ; tj cð Þ� �
0; Otherwise

�
(12)

The greatest individual conduct can be adopted by a larger number of others. The stronger an
individual’s social impact, hence more people connect with one other. Individual relationships were set up
by the ESHi (c) adaptable neighborhood of individuals:

PN ið Þ cð Þ ¼ ESH jð ÞðcÞjj 2 1; PN½ �and J 6¼ i and SR ijð Þ cð Þ ¼ 1
	 


(13)

The exploiting step has been at the heart of a great search answer in the algorithms, and the exploring
capability is completed thanks to group discussion. To use a community improved method and exponentially
rising likelihood, a whale’s novel research method is identified. Here’s how the new strategy has worked.

ESH ið Þj cþ 1ð Þ ¼ ESH 1ð Þj cð Þ � B : O ið Þjrd�, 0:5
ESH 1ð Þj cð Þ þ get: cos 2ptð Þ : O0

ið Þj cð Þrd0 � 0:5

�
(14)

Then

ESH ið Þj cþ 1ð Þ ¼ ESH 1ð Þj cð Þ � f ið Þ1rd0, 0:5
ESH 1ð Þj cð Þ þ f ið Þ2rd0 � 0:5

Prob2 , 0:5

�
(15)

When individuals are updated using Eqs. (14) and (15), the latest best answer and individual task
neighborhood data are completely utilized, significantly enhancing population variety.

3.4.3 Morlet Wavelet Mutation
For optimization issues containing high locations of intensive distribution, EWOA provides the potential

to bursting out from the locally optimal. Alteration is the most important factor in biological growth.
Increasing the solution rate by dynamically adjusting the mutation region helps to identify more
accurately. The magnitude functional could be lowered by expanding variables, setting the mutations area
of a number of rounds to a certain limitation, and grasping the changing operations by applying the fine-
tuning impact. The WOA is implemented by employing wavelet mutation to increase the algorithm’s
convergence and accuracy speed, as well as to free this from local optimum by increasing its capability.
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ESH ið Þj cþ 1ð Þ ¼ ESH ið Þj cð Þþf ið Þ3rd
0 , 0:5

ESH ið Þj cð Þþf ið Þ4rd
0 � 0:5Prob2 � 0:5

�
(16)

Whenever the number of iterations grows, the scaling parameter V tends to increase as well, allowing the
method to discover the optimal solution even when the number of iterations is large towards the final.

V ¼ a
1

a

� �
1� c

cmax

� �
(17)

3.5 Classification and Fusion of Features

For such classification purpose, the EWOA algorithm’s best features are merged into a single feature
vector. A probability-based sequential method is used for the fusing of chosen deep features. In this
method, the likelihood of both chosen vectors is determined first, but only single features are used
considering the high probability level. A comparison has been made given the high chance values
component, and the characteristics are merged into one matrices. The major goal of this analysis is to
address the issue of both vectors having redundant characteristics. For the final classification, machine
learning methods are utilized to classify the fused characteristics. After fusion, the vector has a size of
4788 × 704 bytes.

4 Experimental Results

An essential hyper variables are used during construction of a fine-tuned deep learning model: a learning
rate of 0.001, a small mini-batch of 16, epochs of 200, Adam as the optimization technique, and sigmoid as
the feature activation function. Furthermore, the loss is calculated using the multiclass crossing entropy
gradient descent.

The tests were carried on MATLAB2020b on a personal computer with such a Core i7 processor, 8 GB
of graphics memory, and 16 GB of RAM. In this part, the suggested program’s findings are presented in the
form of tables and graphical charts. Various training/testing proportions, such as 70:30, 60:40, and 50:50, are
evaluated for assessment. With all tests, the cross-validation point is fixed to 10.

In Table 1 shows the findings of first test. Cubic support vector machine (SVM) had the maximum
accuracy of 99.6 percent, as shown in these tables. Sensitivity rate, precision rate, F1 score, FNR, and
time complexity are among the other parameters estimated for this classifier, and their values are 99.4,
99.3, 99.0, 0.8 percent, and 20.50 (s), accordingly. The accuracy of the quantum based SVM (Q-SVM)
and median gaussian (MGSVM) was 99.4 percent, which was the second best. The remaining categories,
such as ensemble model (ESD) Lagrangian SVM (LSVM), ensemble subset k-nearest neighbour
(ESKNN), Fuzzy K-NN (FKNN), Linear discriminant (LD), coarse gaussian SVM (CGSVM), and
weighted KNN (WKNN), have accuracies of 99%, 98.9%, 98.8%, 98.7 percent, 98.5 percent, and 98%,
correspondingly.

The confusion matrix in Fig. 4 is used to evaluate the sensitivity rates of Cubic SVM. In particular, every
classifier’s processing complexity is mentioned, with the perfect time being 119.709 (s) for linear
discriminant analysis (LDA) but worst time being 208.879 (s) for MGSVM.
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Table 2 summarizes the findings of the experiment 2. Cubic SVM was found to have the highest
accuracy of 99.5%. Sensitivity rate, precision rate, F1 score, accuracy, FNR, and calculation time are
among the other metrics calculated, and their scores are 99.5 percent, 99.5 percent, 99.5 percent,
0.6 percent, and 11.100 (s), correspondingly. With accuracy of 99.5 percent and 99.3 percent,
respectively, the MGSVM and Q-SVM classifiers came in second. The performance of the remaining
classifiers improved as well. Fig. 5 depicts the confusion matrix of a Cubic SVM. The computing
duration of each classifier is also recorded, with the Cubic SVM taking the shortest time at 111.100 s and
ESD taking the longest at 167.130 s.

Table 1: Using 50:50 ratios for training and testing for BreastNet18 classification

Classifiers Precision (%) F1 Score (%) Sensitivity (%) Accuracy Classification Time (sec) FNR

CSVM 99.4 99.3 99 99.6 200.501 s 0.8

QSVM 99.32 99.32 99.32 99.4 160.32 0.84

MGSVM 99.4 99.4 99.4 99.4 208.879 0.8

ESD 99 99 99 99 198.175 1.20

ESKNN 98.8 98.83 98.8 98.8 190.76 1.3

LSVM 98.9 98.9 98.9 98.9 1.04 121.45

FKNN 98.7 98.7 98.7 98.7 1.35 129.334

LD 98.5 98.5 98.5 98.5 1.4 119.709

WKNN 98 98 98 98 2.1 128.042

CGSVM 98.7 98.7 98.7 98.7 1.74 134.241

Figure 4: Confusion matrix of cubic SVM 50:50

Table 2: Using 70:30 ratios for training and testing for Breastnet18 classification

Classifiers Precision (%) F1 Score (%) Sensitivity (%) Accuracy Classification Time (sec) FNR

CSVM 99.5 99.5 99.5 99.5 111.100 s 0.6

QSVM 99.26 99.26 99.26 99.26 125.302 0.84
(Continued)
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The Table 3 shows the findings of the experiment 3. Cubic SVM had the highest accuracy of 99.2%, as
shown in these tables. The MGSVM and Q-SVM tied for second with a 98.9% accuracy. The overall
accuracy of the remaining classifiers, such as ESD, LSVM, ESKNN, FKNN, LD, CGSVM, and WKNN,
are 98.8 percent, 98.7 percent, 98.8 percent, 98.1 percent, 97.9 percent, and 97.2 percent,
correspondingly. Fig. 6 depicts the confusion matrix for Cubic SVM. The computing duration of every
classifier is also recorded, with Cubic SVM having the greatest duration of 78.2 (s) and the ESKNN
classifier having a worst duration of 109.879 (s).

Table 2 (continued)

Classifiers Precision (%) F1 Score (%) Sensitivity (%) Accuracy Classification Time (sec) FNR

MGSVM 99.4 99.4 99.4 99.4 112.743 0.8

ESD 99 99.03 99 99 167.130 1.0

ESKNN 98.8 98.83 98.8 98.8 141.76 0.94

LSVM 98.9 98.9 98.9 98.9 121.45 1.24

FKNN 98.7 98.7 98.7 98.7 140.31 2.17

LD 98.5 98.5 98.5 98.5 125.341 2.1

WKNN 98 98 98 98 126.47 2.97

CGSVM 98.7 98.7 98.7 98.7 159.036 1.98

Figure 5: Confusion matrix of cubic SVM 70:30

Table 3: Using 60:40 ratios for training and testing for Breastnet18 classification

Classifiers Precision (%) F1 Score (%) Sensitivity (%) Accuracy Classification Time (sec) FNR

CSVM 99.2 99.2 99.2 99.2 104.23 s 1.2

QSVM 98.9 98.9 98.9 98.9 101.302 1.3

MGSVM 98.9 98.9 98.9 98.9 97.743 1.5
(Continued)
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Computational Time

In Fig. 7 shows the computing time for the original parts, EWOA features, and features fusing. The
computing duration of the original parts was shown to be excessive in this image; however it was
reduced following the feature stage of the selection process. In addition, the suggested fusion approach
enhances results in terms of computing speed and accurate reliability. The proposed method takes
11.782 s for computing more than 50 features in dataset.

Table 3 (continued)

Classifiers Precision (%) F1 Score (%) Sensitivity (%) Accuracy Classification Time (sec) FNR

ESD 98.8 98.8 98.8 98.8 68.130 1.0

ESKNN 98.8 98.83 98.8 98.8 109.879 2.1

LSVM 98.7 98.7 98.7 98.7 87.45 1.24

FKNN 98.1 98.1 98.1 98.1 84.31 2.17

LD 97.9 97.9 97.9 97.9 76.341 2.1

WKNN 98 98 98 98 81.47 2.7

CGSVM 97.2 97.2 97.2 97.2 85.2 1.98

Figure 6: Confusion matrix of cubic SVM 60:40
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5 Conclusion

Applying ultrasound pictures, we suggested an efficient technique for breast cancer classifications. The
recommended process was made up of a few phases that must be followed in order. By using
BreastNet18 deep learning method, the breast ultrasound data is first enhanced and then trained up.
Following that, the characteristics from max pooling were retrieved, as well as the best feature was
chosen using optimization methods, EWOA. Lastly, using a proposed technique, the selected features are
fused and then categorized using machine learning techniques. The use of fusion technology improves the
quality of life for people. The data is more accurate, but the process takes longer. MEWOM is used in
this case. By reducing computing time, the features were improved. These methods have resulted in a
significant increase in the rates of false negatives and genuine positives have both dropped. This approach
will be beneficial in the long run. As a feedback, radiologists can help with issues like feature extraction
and segmentation. Perform categorization based on the best features available. Many tests were
conducted, with the suggested methodology (including feature fusion and a CSVM classifier) achieving
the highest accuracy of 99.4%. In future, the accuracy of cancer will be improved by using advanced
optimization models.
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