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Abstract: Traditional monitoring systems that are used in shopping malls or com-
munity management, mostly use a remote control to monitor and track specific
objects; therefore, it is often impossible to effectively monitor the entire environ-
ment. When finding a suspicious person, the tracked object cannot be locked in
time for tracking. This research replaces the traditional fixed-point monitor with
the intelligent drone and combines the image processing technology and
automatic judgment for the movements of the monitored person. This intelligent
system can effectively improve the shortcomings of low efficiency and high cost
of the traditional monitor system. In this article, we proposed a TIMT (The Intel-
ligent Monitoring and Tracking) algorithm which can make the drone have smart
surveillance and tracking capabilities. It combined with Artificial Intelligent (AI)
face recognition technology and the OpenPose which is able to monitor the phy-
sical movements of multiple people in real time to analyze the meaning of human
body movements and to track the monitored intelligently through the remote con-
trol interface of the drone. This system is highly agile and could be adjusted
immediately to any angle and screen that we monitor. Therefore, the system could
find abnormal conditions immediately and track and monitor them automatically.
That is the system can immediately detect when someone invades the home or
community, and the drone can automatically track the intruder to achieve that
the two significant shortcomings of the traditional monitor will be improved.
Experimental results show that the intelligent monitoring and tracking drone sys-
tem has an excellent performance, which not only dramatically reduces the num-
ber of monitors and the required equipment but also achieves perfect monitoring
and tracking.

Keywords: Drone; deep learning; face detection; human pose intention;
equidistant track; remote monitoring

1 Introduction

Monitoring equipment has been widely used in the public environment, such as in supermarkets,
stations, banks, or even residential areas can find the presence of monitors. With the continuous growth
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of monitoring systems, the drawbacks of traditional monitoring systems are becoming more and more
prominent. First of all, it is challenging for humans to concentrate for a long time in the face of boring
surveillance pictures. Even if more professional staff is adopted, the labor cost is quite expensive.
Therefore, the traditional monitor only plays the role of post-inquiries. In recent years, Al has become an
important direction for the development of modern society where more and more applications are
intelligent. With the rapid development of Al-related technology and improvement of computer
computing capabilities, the application of drones has dramatically extended in many fields such as
disaster rescue, transportation, police security, and plant protection [1].

However, the traditional monitoring system requires manual monitoring in the control room at any time
to check whether there are any abnormal phenomena. Therefore, although remote monitoring saves much
trouble in monitoring, in essence, this monitoring method still requires a certain degree of human
resources requirements. Furthermore, when an abnormal situation occurs, it is also limited that the
monitoring camera cannot move with the object, resulting in loopholes in monitoring operations, and
even essential pictures cannot be recorded.

With the rapid development of control and Al-related technologies [2], unmanned aerial vehicles (UAV)
are quite common in modern society and have become one of the prevalent aerospace industries in recent
years [3,4]. Compared with officially manned aircraft, UAVs are often used in aerial photography,
detection, military, and other fields due to the advantages of lightness, convenience, and speed [5]. In
recent years, UAVs have been used not only in military applications but also in daily life, especially in
the monitor field. Therefore, the most significant advantage of using UAVs in the remote monitoring
environment [6] is that it can significantly improve the main disadvantage that the monitoring equipment
cannot move with the object in the traditional monitoring environment. On the other hand, in recent
years, although automated image processing and analysis have also been applied to surveillance
photography and even combined with Al technology [7-9], there is still a vast amount of image traffic,
so the speed of image analysis often fails to catch up with real-time analysis requirements. Therefore, to
satisfy the needs for image processing and identification is very important, especially when the amount of
data to be processed is enormous.

In order to improve the two main shortcomings of the above-mentioned traditional monitoring systems
and the automated image processing, this study combines face recognition technology in Al image recognition
and analysis technology [10], and gesture recognition technology to conduct real-time environmental
monitoring and analysis [11], and determine abnormal security conditions. Then, with the instant message
transmission technology, the latest monitoring scene images are sent back to the remote monitoring room,
and the Al will find out whether there are intruders with suspicious behavior at any time and then send
them back in order to obtain the best and real-time information. The monitoring room of the terminal and
the Al will find out whether there are intruders with suspicious behavior at any time and then send it back
to obtain the best real-time information. This study proposes an intelligent drone monitoring system that
uses deep learning methods. First, OpenCV obtains the images taken by the drone, then uses DIlib HOG
algorithm to detect human faces [12,13], and then uses OpenPose to identify and mark the critical points of
the human body and analysis of posture while realizing timely human-drone interaction based on the
posture of the detected human body. Meanwhile, the UAV will keep track and follow equidistantly anytime
and anywhere during the monitoring process [14,15].

2 Related Works

This research is based on Al image processing and analysis technology in the remote control of UAV, so
that UAV can automatically track and monitor the intruding person after judging the abnormal condition of
the monitored place according to the image analysis, and the tracking and monitoring image Continuous and
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immediate return to the remote monitor. The following is an analysis of related technologies and references
used in this research.

2.1 Neural Network

Neural Network is a computational model designed to imitate the biological nervous system. There are
usually several layers in a neural network, and each layer normally has numerous neurons. Those neurons
sum up the inputs of the previous layer and then convert the activation function as the output of the next
layer. Each neuron has a special connection relationship that the output value of the previous layer is
passed to the neuron of the next layer after weight calculation. Normally, the activation function is
usually a non-linear transformation. Most of the activation functions are Sigmoid functions or hyperbolic
tangent functions. This study uses OpenCV modules to implement the most typical multi-layer perceptron
(MLP) model of Artificial Neural Networks (ANN) to improve the accuracy of face recognition.

2.2 Machine Learning

Machine learning (ML) is a system that builds algorithms to enable computers to learn from data or to
improve performance by accessing data. Machine learning focuses on training computers to learn from
data and to automatically make continuous improvements based on experience gained from training,
rather than running jobs according to explicit code. Therefore, machine learning is a branch of Artificial
Intelligence, which uses historical data for training through algorithms, and generates a model after
training is completed. When adding new data, it is easy to make predictions using a trained model.
Machine learning can be divided into four types: Supervised Learning, Unsupervised Learning, Semi-
supervised Learning, and Reinforcement Learning, according to the characteristics of the learning method
and input data.

2.3 Deep Learning

Deep learning [16] is a branch of machine learning. The biggest difference is that machine learning uses
ready-made human knowledge to extract features from a large amount of training data then uses these
features to train the model so that the model can judge. However, deep learning discards human
knowledge and directly uses the neural network architecture that mimics the transmission of human
neurons to learn the characteristics of training data from a large amount of data. In other words, this kind
of neural network method will greatly reduce the time before processing the data and sufficiently improve
the model’s accuracy [17]. Additionally, deep learning is a type of technology for performing machine
learning. Early use of the Central Processing Unit (CPU) would cause the situation that it was unable to
perform heavy calculations. Later, the application of Graphics Processing Unit (GPU) and the
introduction of CUDA architecture launched by NVIDIA made deep learning develop rapidly.

2.4 Image Processing

Dlib uses the Histogram of Oriented Gradient (HOG) to detect the position of the human face. HOG uses
the calculated gradient to find the relevant information (appearance, features) of the face in the photo, then
uses the bar graph to make statistics. The method process is as follows: (1) First, the input image should be
grayscale and then performed Gamma Normalize correction. The advantage is that it uses the histogram of
directional gradients (HOG) to obtain the features of the frontal face. The biggest advantage is that the
processing and calculation speed is fast, and it is unnecessary to adjust the parameters to improve
recognition [18]. This is the basis for developing the intelligent detection module in this study using this
technology.

It will rule out the influence of light-generating factors because the actual human body may appear on
different occasions, and the collected light will be different. (2) Next, images will be divided into cells,
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calculating the Direction and Magnitude of the gradient in each cell. (3) Take 8*8 cells as an example. The
formula that is used to calculate the horizontal and vertical pixels, to calculate the gradient in two directions,
to calculate the direction of the gradient as shown in Egs. (1), (2), (3), (4), respectively. (4) Count the
direction and size of the calculated gradients on a histogram. The histogram is the vector of 9 bins and
the corresponding angles are 0, 20, 40, ... 160. Each bin will be divided into 0 to 20, 21 to 40, 41 to 60,
61 to 80, 81 to 100, 101 to 120, 121 to 140 and 141 to 160, a total of 8 intervals. The horizontal axis of
the histogram is the angle, and the vertical axis is the size, which integrates all the cells. (5) Finally, a
HOG feature map with size and directionality will be obtained.
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2.5 OpenPose

Proposed by researchers at Carnegie Mellon University (CMU), OpenPose is now regarded as the most
advanced method of real-time human pose estimation. Compared with other methods used in human pose
estimation [19], OpenPose has the advantage of having excellent stability and accuracy of body
prediction in a different environment. On the other hand, traditional recognition adopts the “top-to-down”
method, which will cause the problem of inaccurate recognition when the portraits cross or overlap.

However, the advantage of OpenPose lies in its use of a convolution pose machine (CPM) and the
“down-to-top” method for image recognition. First, it will predict the lower body with more
straightforward features, and the whole body. This will significantly reduce the calculation time and leave
more time to process and identify the overlapping or crossing areas.

When an RGB image is an input, the Openpose will first perform image analysis through the first ten
layers of the VGG-19 model to obtain a Feature Map, and then the image features will be input into two-
branch multi-level CNN, multi-stage means that the network will be stacked one by one at each stage,
increasing the depth of the neural network, so that the subsequent stages can have more accurate output.
Two branches indicate that CNN will have two different outputs. The first branch predicts the 2D
confidence map of the key joint points of the human body, and the second branch obtains the affinity
areas (Part Affinity Fields, PAFs), which are used to predict the limbs. Therefore, the intelligent follower
module of this study [20] benefits from the Openpose gesture detection and uses the advantages of PAF
technology to quickly identify the body posture of many people in order to further develop the function
of controlling the drone with a specific posture, as well as the application functions of detecting and
recognizing the movements of the target person, and maintaining an equidistant following and photography.

This research combines the advantages of Dlib and Openpose, and uses the advantages of fast
classification of HOG and SVM technology to achieve fast detection and recognition. At the same time,
using PAF for fast recognition of body posture, an intelligent, fast recognition, and follow-up module can
be made [21], and Its operation mechanism has the most significant advantage of real-time calculation
and fast and high accuracy.
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3 System Architecture and Module

This research mainly integrates the face recognition function, human posture judgment function, and our
automatic monitoring and tracking algorithm to provide a community environment security system with
automatic recognition and tracking function. The system modules and main functions of the automatic
monitoring and analysis system using UAVs [22] developed in this research are as follows:

3.1 The Intelligent Monitoring and Tracking Algorithm

We take the advantages of OpenPose, an open source library of Carnegie Mellon University (CMU), in
the accuracy of face, hand, and human pose judgment, combined with facial recognition technology, then
integrated with drone control, equidistant judgment and tracking algorithm to propose-The Intelligent
Dynamic Monitoring and Tracking system [23,24]. Furthermore, we utilize the advantages of drone own
agility and deep learning algorithm to improve the intelligent dynamic monitoring and tracking algorithm
of this article, which has the function of automatic identification, automatic judgment, dynamic
adjustment of monitor angle and position and automatic tracking and shooting.

The intelligent drone dynamic monitoring and tracking system proposed in this article adopt TIMT
algorithm (The Intelligent Monitoring and Tracking algorithm) and the judgment modules [25] is shown
in Fig. 1 below, which is divided into seven steps: First, the system connects the drone remotely and
automatically controls takeoff from beginning to the completion of preparatory action. Then, the system
module will utilize OpenCV to obtain the drone’s picture and send them to the remote pre-set computer
and mobile device in time. Third, the system uses Open-Pose by deep learning to identify the critical
points of the human body and constructs the shape of the human body [26]. Fourth, the system
determines the relevant actions and classifies actions based on the detected pose. Fifth, the “Monitoring
and Tracking Module” will allow drones to analyze human movements and determine the movement’s
meaning while the drone maintains a proper distance from the human [27,28]. Sixth, the system uses Dlib
to perform face detection with the HOG algorithm and then judges the specific movement of the
monitored person and changes the position. Finally, the distance between the monitored person, the drone
can track and follow equidistantly anytime and anywhere.

3.2 System Modules and Functions

This “Intelligent Dynamic Monitoring and Tracking System” contains five modules, including Drone
remote control module, a face detection module, a pose estimation, and analysis module and Equidistant
tracking and following modules. The function under each module mainly includes image processing, face
detection, pose classification and so on, as shown in Fig. 2 below.

® The Intelligent Monitoring and Tracking Algorithm

We take the advantages of OpenPose, an open source library of Carnegie Mellon University (CMU), in
the accuracy of face, hand and human pose judgment, combined with facial recognition technology, then
integrated with drone control, equidistant judgment and tracking algorithm to propose-The Intelligent
Dynamic Monitoring and Tracking system [29]. Furthermore, we utilize the advantages of drone own
agility and deep learning algorithm to improve the intelligent dynamic monitoring and tracking algorithm
of this article, which has the function of automatic identification, automatic judgement, dynamic
adjustment of monitor angle and position and automatic tracking and shooting [30,31].

3.3 Drone Remote Control Module

In the beginning, the system interface will establish a connection with the drone through Wi-Fi wireless network
and confirm the drone status and flight data before searching the target intelligently. At the same time, the remote
computer or the preset device will display the returned picture taken by the drone with the appropriate frame size.
Moreover, the drone module is an instant connection between the host and the drone by the socket.
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3.4 Face Detection Module

The intelligent dynamic drone system integrates Dlib into this module and uses Dlib which provides a
well-trained module to identify 68 feature points of the face, including nose, eyes, eyebrows, and mouth. The
system will detect and recognize the human faces before judging the action by deep learning. The traditional
deep learning method is to compare, classify, or predict each data’s feature value [26,29]. In this study, we
adopt an HOG direction gradient bar graph that it will collect contour features, preprocess the image to
grayscale, calculate the gradient strength and direction of each pixel to make statistics, and finally forms
the HOG of the image after a series of integrations, which to achieve the purpose of better face detection.
After successful face detection, a green frame will be used to frame the face and follow the face
according to its movement of the face. A score will appear on the top of the frame. The higher the score,
the higher the possibility of a human face. The timely frame rate (FPS) also appears on frame, as shown
in Fig. 3 below.

Figure 3: Dlib face detection graph

3.5 Human Pose Estimation Module

This module writes posture analysis and segment algorithm programs for different postures of people for
automatic analysis and judgment, so that the drone can understand and interpret various postures of people.
At the same time, through this module, users can control the drone’s flight with different actions.

This module utilizes the OpenPose library to identify human poses and adopts the CNN deep learning
architecture to find the Confidence Map of each joint position and the newly defined Part Affinity Fields
(PAF) of OpenPose to find the corresponding Posture vector. After the model integrates the above two
features, it can further predict each limb segment and successfully mark the outline of the entire body
skeleton, which contains a total of 25 feature values, as shown in Fig. 4a below. This study uses the
posture judgment of openpose as the basis and the Intelligent Dynamic Monitoring and Tracking
algorithm proposed to identify the user’s specific actions, and then let the drone make the corresponding
flight actions [32,33]. At the same time, this function is used to monitor the environment automatically
and track specific targets, as shown in Fig. 4b below.
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Figure 4: (a) Openpose human pose estimation graph. (b) Human pose judgment graph of Openpose in a
Multi-person environment

3.6 Specific Pose Analysis Module

The intelligent UAV system of this study will automatically recognize the specific posture made by the
monitored person through this module, and make a timely response, to achieve a better monitoring effect

I3

[32]. In this study, the drone could recognize five specific postures, respectively “the right arm open “,
the right arm close “, “ the left arm open “, “ the left arm close “, hands crossed on the chest, and the”
hands on the neck ”. The intelligent drone system will interpret these specific postures and then realize a
human-drone Interaction. This study uses the key points and line segments of Openpose, and by
calculating the angle between the line segment and the adjacent line segment, you can determine the
specific posture you set up and use this specific posture as a further application for operating the drone.

There are the four specific gestures, as shown in the Figs. 5a—g below:

3.7 Equidistant Tracking and Following Module
This equidistant tracking and the following mechanism is the core module of this study’s intelligent
monitoring and tracking UAV. The steps for automatic monitoring and tracking algorithm are as follows:

3.7.1 Calculate the Distance Between the Drone and the Target

According to the imaging principle formula, the module will calculate the distance between the drone
and the person. While using the imaging principle, the ratio between the height or size of the object in
the photo and the actual height or size of the object is equal to the ratio of the focal length to the actual
distance between the camera and the object.

(1) Calculate the distance of the object:

Use the formula:

Distance (cm) = focal length (mm) * subject length (cm)/image size (pixels)

it first deduces the focal length of the drone, and then inverts the actual distance. Therefore, it can get
Focal length (mm) f = distance (M) * sensor size (mm)/length of the object to be shot (L)

Therefore, the calculated focal length can be used to calculate the distance between the drone and the
object being photographed and monitored.
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(1) the right arm open & arm close:

e

(@) (b)

(2) hands crossed on the chest & hands crossed on the head:

Figure 5: (a) Gesture guidance. (b) Drone flying to the right. (¢c) Gesture guide the drone to fly back. (d)
Gesture guide to take a picture. (¢) Hands gesture to land the drone. (f) Drone landing

(2) Calculate the distance between people:

After the drone first recognizes the face, it will immediately frame the recognized face, and you can use
the marked face width (pixel) in the photo to reverse it, and the actual face width, to find The focal length
value of the camera can be obtained. Then, the focal length value can be used to obtain the actual distance
value between the drone and the person being photographed. This study uses the UAV’s automatic
monitoring module to show that when the UAV automatically performs monitoring, it will detect while
taking pictures. Once a face is detected and recognized, the face will be marked, and the distance to the
subject will be calculated, as shown in Fig. 6.

After that, the drone maintains the same equidistant distance from the monitored person [31,33,34].
First, this module adopts the “camera imaging principle”. When estimating the distance of the person in
front of the Lens, cameras use similar triangles to calculate the distance from the lens to a known object
or target. Next, this article preset that the drone keeps a safe monitoring distance of 80 to 120 cm from
the person being monitored. If the distance between the drone and the person is less than 80 cm, the
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drone will automatically move forward. If the distance exceeds 120 cm, the drone will automatically move
back to a reasonable distance.

Figure 6: The drone instantly calculates the distance to the target being tracked

3.7.2 Calculate the Difference Between the Positions of the Monitoring Targets in the Continuous Images

After identifying the following face, the UAV immediately compares and calculates the positions of the
tracking targets in the continuous images. The drone will continue to detect the following face in the
surveillance. When the position of the face in the photo is found to be offset, it will calculate and analyze
the relative position of the tracking target in the front and rear images.

The operation of the UAV detection and automatic following target modules, the operation between the
core modules can be divided into the following four steps: (1) First, the “UAV” will check the environmental
image being shot to detect whether someone. Therefore, the people in the film will be identified and framed
for display, as shown in Fig. 7a below. (2) Next, calculate the position and distance of the identified
characters, as shown in Fig. 7b. (3) Then, the posture recognition module of the UAV system recognizes
the human body posture of the person in the image. (4) Finally, continue to track the people in the
continuous images, determine the direction the target person is moving, and then keep a certain distance
from the person being followed, automatically monitor and take pictures [34], and send the data back to
the monitor, as follows Fig. 7d. The actual demonstration process of the whole UAV identification and
automatic following target calculation steps, as shown in Figs. 7a—d below, shows that the detected
person continues to approach.

3.7.3 Instantly Judge the Most Likely Direction of Movement of the Target

Next, according to the position difference of the tracking target, we will calculate the relative coordinate
change of the targeted person’s position between the two frames, then it is further judged what the relative
moving direction of the target person. Finally, the drone will continue to analyze the image path of the
subsequent pictures to determine the movement method of the tracking target. In fact, this study uses
Openpose as the module for human posture recognition, the main reason which it can take into account
are the characteristics of high accuracy and fast calculation. Therefore, this same principle is also why
Dlib is used for face recognition in this study. Dlib extracts features, and obtains target’s face features
through a HOG, which is characterized by fast computing speed and high accuracy.
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(© ()
Figure 7: The drone detects the target and judges that the target person continues to approach

4 Experiment and Discussion Result

This research focuses on the experiment of UAV’s face recognition for abnormal intruders, as well as the
experimental design of automatic monitoring and tracking. It simulates the results of the experimental
recognition rate in various environments, which are described as follows:

4.1 Experimental Environment
The experimental environment is divided into two parts as follows:

(1) The environment of face detection and frame of the target:

Among them, the function of the UAV detection and monitoring module is based on the training model
of OpenCV plus Dlib, which is used to capture and identify facial features, and then use Linear SVM
(Support Vector Machine) to distinguish the belonging classification to be able to perform facial detection
and identification. In the testing part, the experimental method of this study is to simulate various
scenarios where someone appears, and no one appears and let the drone take a total of 40 photos for
testing to determine whether the face can be correctly detected and framed in the photo correctly.

(2) The environment in which human body movements are recognized and followed:
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This research system uses the human limb key point marking, PAF (A Part Affinity Field), a model built
by Openpose as a training model, and based on this, develops the recognition of specific human poses and
applies it to the control function of UAVs. The experimental method of this study is also to simulate various
scenes with people appearing and no people appearing, let the drone take a total of 40 photos, and then test
whether this module can correctly identify the posture of the human body and whether it can be kept correctly
at a fixed distance to trace the target person.

4.2 Experimental Design

The experiments of this study are proceeded according to different distances and different indoor
brightness environments to measure the automatic identification, ability to track targets, and flight
accuracy of the intelligent UAV in this study. Therefore, there are the four main module functions of the
“Intelligent Monitoring and Tracking System” proposed by this research which contains: UAV image
processing and face recognition functions, UAV body posture recognition and judgment, system
monitoring and tracking functions, and equidistant follow the function of UAV, we designed and
conducted the following four sets of experiments, which are described as follows:

Number of Correction

CRR(Correction Rate) = Toral C.
otal Cases

4.2.1 The Recognition Rate of Face Detection with and Without Masks and the Different Angles

This experiment is divided into two groups without masks and wearing masks, and each conducts face
detection and recognition experiments. When the drone correctly frames the detected face, it is considered a
successful recognition. According to the different angles facing the UAV, this experiment is divided into four
different detection angle experiments, and 40 experiment times are carried out for each angle. The
experimental results are shown in Table 1 below:

Table 1: Experimental results of face detection and recognition with and without masks

Front Turn 30 degrees Turn 60 degrees Turn 90 degrees
Without mask 97.5% 77.5% 35% 0%
With mask 87.5% 60% 22.5% 0%
Number of experiments 40 40 40 40

In this experiment, when the drone faces the target person directly, the facial recognition rate is the
highest, which are 97.5% (without a mask) and 87.5% (with a mask). Then, as the angle at which the
drone captures the face of the target person gradually increases, it only captures the side of the face, so
the recognition rate gradually decreases with and without a mask. When the face turns to a 60-degree
skew, the recognition rate drops to 35% (without a mask) and 22.5% (with a mask). Finally, until the face
of the target person is turned to a full side view of 90 degrees, the recognition rate of the face becomes 0.
Because when the face is turned to 90 degrees, there is absolutely no way for any feature values to be
extracted, resulting in unrecognizable results.

4.2.2 The Accuracy of Face Detection Under the Overall Different Brightness Environment

In order to test the accuracy of face detection under the brightness of different light sources in the overall
environment. The experiment chooses to adjust the bright-ness of 25%, 50%, 75%, and 100% in a closed
classroom for testing, as shown in Fig. 8 below. According to the experiment, the accuracy of the UAV’s
face detection by the different brightness is obtained. In the environment of different brightness, each
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brightness is tested for 20 times, and the accuracy of face detection is 95% and 95%, respectively. 97%, 98%,
as shown in Fig. 9 below.

In oy Yang o x B! iy Yang - o x

scores: 0.83 idx:"

Scorgss B8 idx: O

o~

o N

Figure 8: The test situations under different brightness environments
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Figure 9: Face detection accuracy rate under different brightness

4.2.3 The Accuracy of Face Detection Under the Changing Background and Distance Under Environment

In this experiment, by changing different backgrounds, we examine the degree of influence on the face
recognition rate of this research system and Google’s Teachable Machine system. In addition, this experiment
also changed the distance between the target and the UAV, and then tested the accuracy of the intelligent
monitoring UAV’s face detection and recognition, compared with the accuracy of the Teachable Machine
platform system. The experimental results are shown in Table 2 below.
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Table 2: Experimental results of face detection and recognition with the changing background and distances

System comparison Similar background Changing background Extend the distance

Without mask OpenCV + Dlib 97.5% 95% 95%
Teachable Machine 98% 95% 62.5%

With mask OpenCV + Dlib 87.5% 82.5% 80%
Teachable Machine 92.5% 87.5% 52.5%

Total number of each of experiments 40 40 40

Without wearing a mask, the recognition accuracy of the face recognition function developed based on
OpenCV and DIib is similar to that of Google’s Teachable Machine, above 97%. Both are equally good.
However, when the test background becomes complicated, especially when the tester is kept away from
the drone so that the target person and the background are confused, the face recognition accuracy rate of
Teachable Machine will drop rapidly by about 62%, but the real-time recognition rate of the drone in this
study is 80%, which is almost only a little lower. In the above situation, if you change to wearing a mask,
the situation is almost the same as not wearing a mask.

4.2.4 The Degree of Influence on Human Body Posture Recognition Under the Overall Environment of

Different Brightness

In order to test the accuracy of the system’s recognition of human posture in the overall environment, the
experiment selects the influence of the system on the judgment of human posture in an environment with a
light brightness of 50% and a brightness of 100%. There are four possible situations for the determination of
posture: (1) the posture has been posed, and the system has correctly determined the correct posture, (2) the
posture has not been posed, but the system has detected the posture incorrectly, (3) the posture has been
posed and the system has not detected it, (4) the posture has not been posed, and the system has not
detected it either. The above four situations are represented by TP (True Positive), FP (False Positive),
TN (True Negative), and FN (False Negative), respectively. The experimental results are expressed in
terms of Sensitivity, Specificity, and Accuracy.

In order to find out whether the drone will affect the real-time recognition ability of the video shot by the
drone under the environment of different lighting levels, the impact on the real-time recognition rate of the
captured human face under different lighting levels is carried out. Among them, the experimental
illuminance, commonly known as lux, represents the luminous flux the subject surface receives per unit
area. 1 lux is equivalent to 1 lumen/square meter, that is, the luminous flux irradiated vertically by a light
source with a distance of one meter and a luminous intensity of 1 candle per square meter of the subject.
[lumination is an important indicator to measure the shooting environment. The illuminance is suitable
for reading, sewing. is about 500 lux.

Finally, through experiments, it was found that under different environments, accuracy, sensitivity, and
specificity, under the conditions of a 50% brightness environment, the UAV’s posture discrimination
experiment is shown in Fig. 10 below. The results of the three indexes are respectively 98%, 96.1%, and
95%. In the environment condition of 100% brightness, the UAV’s posture discrimination experiment is
shown in Fig. 11 below. Again, the three indicators have improved which are respectively 98.9%, 96.5%,
and 94.1%. Finally, in this experiment, in two different brightness environment systems, the UAV’s
posture discrimination experiment, and the experimental data on the three indicators of Accuracy,
Sensitivity, and Specificity, are organized as shown in Table 3 below.
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Figure 11: Under 100% brightness environment, the drone’s judgment of posture

Table 3: Experimental results of posture judgment in different environments

Index\light 50% 100%

Accuracy 98% 98.9%
Sensitivity 96.1% 96.5%
Specificity 95% 94.1%

4.2.5 The Effect of the Reaction Time Required for Drone Tracking at Different Distances from People

In order to test the reaction time of the UAV during monitoring, equal distances are required for the test.
The distance between the monitored person and the UAV is 100, 150, and 200 cm was selected in the
experiment, as shown in Fig. 12 below.
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Figure 12: Testing of drones at different distances from people (near, medium, and far)

Each of the experiments was tested 20 times, and it was found that the system’s reaction time (t) at the
distance of 100 cm was about 0.5 s. On the other hand, the reaction time at the distance of 150 cmis 1 s, and
the reaction time at the distance of 200 cm is about 1.2 s, as shown in Fig. 13 below.

The reaction time of drones at
different distances

/
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Figure 13: Testing of drones at different distances from people (far, medium, and near)

4.2.6 At Different Distances from People (far, Medium, and Near), the Accuracy of the UAV System in

Judging the Posture

In order to obtain the correct rate of the system’s posture judgment, in this experiment, the distance
between the human and the drone is divided into three types: short (100 cm), medium (150 cm), and
long-distance (200 cm). The right arm is opened, and the right arm is closed. The two actions are tested
20 times each, and the results are recorded to check whether the drone can correctly follow the command
of the gesture and complete the corresponding flight action. Among them, the right arm is extended to
guide the drone to fly to the right side, and the right arm is closed to guide the drone to fly to the left.
Using the gesture recognition algorithm, different gestures are used for real-time judgment, to facilitate
the control of the UAV. The control sensitivity and control accuracy experiments are carried out in Figs.

14 to 16 under different indoor brightness environments.
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Figure 14: In the case of a short distance, close the arm with the right hand to control the drone to fly 30 cm
to the left, and open the arm with the right hand to control the drone to fly 30 cm to the right
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As shown in Fig. 14a, the right-hand arm is close to guide the drone to fly 30 cm to the left, which is used
to judge the specific postures to apply in the human-computer interaction. It is found through experiments
that when the distance is 100 cm, the correct rate can be as high as 100%; when the distance is 150 cm,
the correct rate is as high as 90%, as shown in Figs. 15a to ¢ below. Finally, when the distance is 200 cm,
the accuracy rate is as high as 90%, as shown in Figs. 16a to d below.

()

Figure 15: In the case of a medium distance, close the arm with the right hand to control the drone fly 30 cm
to the left, and open the arm with the right hand to control the drone to fly 30 cm to the right

(a) ’ b | © (d)

Figure 16: In the case of a long distance, close the arm with the right hand to control the drone fly 30 cm to
the left, and open the arm with the right hand to control the drone to fly 30 cm to the right

4.2.7 The Experiment of Commanding the Drone to Take Pictures and Land in Time with Specific Gestures

Finally, the experiment is to control the camera and landing functions of the drone with specific gestures.
Similarly, this experiment was repeated 20 times for each type of gesture, and the results were recorded. The
hands are crossed in front of the chest to let the drone take pictures, as shown in Fig. 17a. In addition, when
the hands are crossed on the head, it means to let the drone land and complete the flight, as shown in Fig. 17b.
The experimental results show that gestures make the drone take pictures with a success rate of 95%, and the
average response time is 0.9 s. At the same time, another gesture experiment is to cross the hands on the head
to let the drone land to complete the flight, and the success rate is 95%, and the average reaction time is 1.4 s.
This result confirms that the UAV intelligent monitoring module can accurately detect and rapidly analyze the
movements of the target person.

4.3 Experimental Analysis and Discussion

The experiment is mainly divided into three parts, the accuracy of the system’s face detection under
different luminosity, the accuracy of human posture recognition and reaction time, and the accuracy of
the system’s judgment at different distances. Experiments have proved that the intelligent UAV system
has an accuracy of nearly 95% of face detection and human posture accuracy, a short response time (less
than 2 s), and the landing of the UAV is very stable.
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(a) Gesture make drones take pictures (b) Experimenis with landing drones

Figure 17: (a) In the case of a long distance, hands crossed chest. (b) Hands crossed over head

4.3.1 The Impact of Different Detection Techniques When the Background has Complex Changes

The intelligent surveillance module of this study is also compared with Google’s Teachable Machine Al
platform in face detection and recognition, as shown in Table 2: when the background changes to more
complex, the intelligent surveillance module For face detection and recognition, the performances of both
are outstanding, and they are similar, but when the distance becomes farther, and the target person is kept
away from the distance from the drone, the accuracy of the research system only decreases. , but the
recognition rate of the Google platform has dropped rapidly. The reason is that the system in this study
uses Dlib HOG plus Linear SVM. Since face recognition is performed quickly by lifting the features, it is
less affected by the distance of the background environment. Hence, larger background differences, but
Google’s Al platform will be affected by changes in the background when the distance changes.

4.3.2 Instant Analysis of Some Main Factors Affecting Face Detection and Body Gesture Recognition

In addition, under different brightness environments, the TIMT algorithm of the UAV in this study can
achieve a correct recognition rate of more than 95% and correctly calculate the distance to the target person.
Therefore, the advantages and goals of intelligent environmental monitoring and dynamic tracking can be
achieved. Furthermore, the average response time from the completion of face recognition and body
posture recognition to the command to let the drone start to perform actions is within 0.7-1.6 s, which
proves that the response time is quite fast. Nevertheless, occasionally, there will be situations where the
posture cannot be judged. There are two possible reasons: (1) The drone delays in transmitting the image,
resulting in a situation where the posture judgment cannot be judged, and (2) the drone is in face
detection. Furthermore, during the measurement process, because the drone is too skewed in the shooting
angle, the reticle of the face recognition may sometimes be offset and not stable enough, which will
affect the measured distance and become inaccurate. In the future, image processing techniques that
correct for skew effects can be used to improve the accuracy of the Dlib face judgment module in
marking the face frame.

5 Conclusions

The intelligent monitoring and tracking drone system proposed in this article combines with deep
learning algorithm of Dlib and OpenPose and adopts the python library to develop the TIMT algorithm,
which enables the system to have dynamic monitoring and automatic tracking functions.it will
significantly improve the disadvantages of fixed-point camera. The system will detect and analyze the
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human face and the body gestures immediately and judge the distance between the drone and the monitored
person, and then track and follow the monitored person at an equal distance according to the movement
through the intelligent recognition and tracking module. Experiments have confirmed that this research
system can accurately and instantly identify and effectively provide continuous monitoring and tracking
functions with mobile capabilities. Therefore, it can effectively improve traditional monitoring systems’
effective monitoring range and efficiency. On the other hand, in the process of flight, the drone will also
automatically and timely make movements according to the relevant postures and actions of the
monitored person to achieve better human-computer interaction, greatly improve the shortcomings of
traditional surveillance camera blind spots, and effectively improve the quality of better Monitoring and
monitoring screen.
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