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Abstract: Wireless sensor networks (WSNs) are made up of several sensors
located in a specific area and powered by a finite amount of energy to gather
environmental data. WSNs use sensor nodes (SNs) to collect and transmit data.
However, the power supplied by the sensor network is restricted. Thus, SNs must
store energy as often as to extend the lifespan of the network. In the proposed
study, effective clustering and longer network lifetimes are achieved using mul-
ti-swarm optimization (MSO) and game theory based on locust search (LS-II).
In this research, MSO is used to improve the optimum routing, while the LS-II
approach is employed to specify the number of cluster heads (CHs) and select
the best ones. After the CHs are identified, the other sensor components are allo-
cated to the closest CHs to them. A game theory-based energy-efficient clustering
approach is applied to WSNs. Here each SN is considered a player in the game.
The SN can implement beneficial methods for itself depending on the length of
the idle listening time in the active phase and then determine to choose whether
or not to rest. The proposed multi-swarm with energy-efficient game theory on
locust search (MSGE-LS) efficiently selects CHs, minimizes energy consumption,
and improves the lifetime of networks. The findings of this study indicate that the
proposed MSGE-LS is an effective method because its result proves that it
increases the number of clusters, average energy consumption, lifespan extension,
reduction in average packet loss, and end-to-end delay.

Keywords: Wireless sensor network; clustering; routing; cluster head; energy
consumption; network’s lifetime; multi swarm optimization; game theory

1 Introduction

Wireless Sensor Networks (WSNs) are a collection of cost-effective, multipurpose Sensor Nodes (SNs)
which work together to detect a specific area as an Area of Interest (AoI). The system collects the data from
the AoI and sends it to a Base Station (BS) for processing. WSNs have made it simpler to monitor remote
places. They are particularly successful in gathering information in a variety of remote locations, including
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rescue teams, forests, war-prone regions, undersea research, and weather patterns. WSNs have numerous
SNs that are connected to a BS. However, it is difficult to power and replace SNs in remote places [1].

SNs in WSNs help to detect communication and gather data collaboratively. A certain quantity of energy
is consumed during this procedure. However, SNs are powered by a rechargeable battery and have a finite
quantity of energy in case the batteries die. Also, they do not need to change the battery pack or update it
promptly. The communication of the data collected will be hampered to some extent, and the entire
sensor network may become incapacitated [2]. Consequently, extending the lifespan of the complete
sensor network is energy-efficient and has become a major challenge in real-world remote sensing
applications.

In real-world applications, wireless SNs are powered by limited-capacity batteries and WSNs.This node
is placed unprotected or in unsafe places in a challenging way. They are powered by batteries, and the
surveillance region is unregulated. This makes it difficult to store energy supplies and rechargeable
batteries. Thus, decreasing the energy consumption of the network seems to be the most effective method
to extend the lifespan of the sensor network [3] and ensure the continuous operation of WSNs. Many
professionals and academicians have undertaken various types of research to optimize network energy
consumption to a certain extent [4–9].

Cluster-based or hierarchical routing is a common mode of communication with appealing qualities such
as efficiency and flexibility. The general concepts of routing protocol have been combined with most of the
energy-saving approaches in WSNs. Nodes with lots of energy are evaluated for their abilities to analyze and
communicate the data in the framework of a hierarchical technique [10]. Low-energy terminals on either side
are utilized to gather data in areas close to the objective. Hierarchical navigation is an effective method to
reduce power usage within clustered architectures by aggregating the data. Hierarchical routing
approaches combine operations to minimize the number of transmitted packets for delivery to a specific
sink [11].

In these circumstances, assigning special roles to nodes can considerably extend the lifespan of the
network and the flexibility of design. Cluster Heads (CHs) are special nodes that serve as anchors in
the hierarchy or cluster-based systems. Scaling is a key attribute in WSNs. Owing to the limits given by
the original assumption, this idea is still a challenge that hasn’t been solved in most of the routing
approaches. Cluster-based methods find single sinks and a few CHs in a general WSN to increase the
influence of their coverage spaces [12].

The assignment of unique purposes to nodes in such circumstances can considerably extend the lifetime
of the system and the adaptability of technology. CHs are the special nodes that serve as referrals in
hierarchical or clustered systems. The Locust Search (LS-II) method [13] is a meta-heuristic optimization
technique derived from the modeling of desert locust biological behavior. A locust acts in two ways;
alone and in groups. The solitary method prevents the components from interacting with other entities to
discover new sources of food. The sociological perspective, on either hand, takes into account the large
proportion of entities in locations with ample food supplies.

The locust concentrating process includes the movement of an entity in lowland areas to all those
components in locations with the greatest food supplies. The LS-II technique combines both tendencies to
produce highly powerful global and regional searching capabilities.

These properties have led to the application of LS-II in a wide range of challenging optimization
formulas, including parameterization in chaotic systems [14], image processing [15,16], and pattern
recognition [17].

The main contributions of the proposed method are given below:

� Identify the CHs effectively and minimize energy consumption using the LS-II algorithm
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� Multi-Swarm Optimization (MSO) helps to find the optimal routing path, and the SN energy is stored
feasibly.

� A penalty technique is designed to motivate SNs to embrace collaborative tactics in operational plans
to prevent their destructive behavior if they go to sleep.

� For sensor networks exhibiting selfish behavior, the optimum amount of penalty sessions are
established to efficiently improve the lifetime of the network.

The remaining sections of this paper are structured as follows; Section 2 discusses the related research.
Section 3 describes the WSNs and optimization methods for minimizing energy consumption. Section
4 discusses the experimental results and comparison. Section 5 concludes the proposed optimization
method with future work.

2 Related Work

Whenever an unbalanced situation occurs in information transfer across the transmission network, an
energetic vacuum is generated, causing the sink nodes to die prematurely and reducing the lifespan of the
network [18,19]. Researchers [20,21] offered a strategy wherein the communication range was changed
depending on the proximity between the CHs and their users. The use of the firefly optimization
technique also extended the longevity of the program. The method was applied against the standardized
methods in a variety of scenarios. According to the findings of their research, the proposed method
produced good outcomes in terms of network life. The author, on the other hand, made no mention of the
energy maximization of SNs while preserving the optimal CH range.

The researcher [22] proposed the particle swarm optimization-based unequal fault-tolerant clustering
(PSO-UFC) technology. Unbalanced grouping and fault-tolerant difficulties of the present energy-
balanced unequal clustering technique were solved effectively in the method for the long-term network.
An absence of inequity in the clustering method was used to equalize intra-cluster and inter-cluster power
use among the master CHs (MCHs) to find a remedy for the unbalanced in the clustering algorithm.
Moreover, with the PSO-UFC method, the internet connection was restored by selecting an additional
CH, termed substitute CH, in the event of an impetuous MCH breakdown. The lifespan maximization of
SNs, on the other hand, has appeared to be dependent on an optimized clustering method that reduces
end-to-end delay.

In [23], the author proposed regional energy-aware clustering with isolated nodes (REAC-IN) for
grouping. The CH was chosen in REAC-IN based on the weight, and the value was calculated using the
residual energy of each sensor and the average overall energy of all sensors in each cluster. In the end,
the proposed approach had good results when compared to the other WSN protocols, although numerous
difficulties had been overlooked. A fresh, enhanced method was developed to overcome those limitations.
Grouping and task selection were used to demonstrate the suggested technique which could transcend the
limits of the REAC-IN routing algorithm. Their suggested methodology surpassed other methodological
approaches.

The researchers [24] used an upgraded harmony search (HS)-based routing to transport the incoming
packets between CHs and the sinks from another study. The efficiency of the combined grouping and
forwarding system was assessed using energy cost, the proportion of live and dead components, and
system longevity. In comparison with the existing methods, the novel cuckoo–HS-based combined
navigation and grouping method provided more results. When constructing the state-of-the-art meta-
heuristic algorithms with merged forwarding and clustering, the researcher disregarded incorporating the
lifespan and end-to-end latency elements.
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3 Proposed MSGE-LS Methodology

The proposed multi-swarm with energy-efficient game theory on locust search(MSGE-LS)method
consists of two models; the energy model and the network model. The proposed method efficiently
selects the CH and optimally chooses the route for routing. It effectively minimizes energy consumption
and improves the life span of the network. Fig. 1 shows the architecture of the proposed method. MSO
with game theory optimally chooses the routing path, and LS-II helps to select the CH successfully.

3.1 Network Model

AWSN is a network made up of a randomized number of nodes that form various groups, each with a
CH node and many cluster members (CMs). Every CM has a detection range through which each node can
receive information from the observed item and transmit it to the appropriate CH, who subsequently sends it
to the sink node.

The functioning phases of an SN (exit phase) occur when the node has to transmit and receive
information, and the inactive monitoring phase occurs when a network has no information to transmit and
receive. To save power, all functionalities on the SN are switched off when it is in silent mode. The
energy usage of the SN can be regarded as zero in this state. In this work, the SNs are considered to be
appropriate and the energy in severe conditions is restricted and divided. As an advantage, the SN will be
feasible to fulfill the goal of maximizing life span.

Therefore, to save power usage, maximize the lifespan of the network, and ensure the performance of the
network, the SN must reach a latent state as much as feasible when it is in the inactive monitoring phase.

3.2 Energy Model

The energy consumption of the SN is influenced by a variety of variables. The primary elements that
have a direct impact on the energy consumption of the SN are listed below. Different energy consumption
aspects of SNs throughout the process of information need to be investigated to compute the power
leftovers of the SN.

3.3 Locust Search II

The LS-II approach is a metaheuristic method developed by studying the social behavior of locust
swarms. The methods in LS-II prevent individuals from congregating in favorable locations and
promoting the search area by redistributing the agents [25]. The LS-II technique combines both the

Figure 1: Architecture of the proposed method
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tendencies to produce highly efficient domestic and global search capabilities. These properties have led to its
application in solving difficult problems [26–43].

LS-II is a follow-up of the initial LS. Unlike the original LS, LS-II includes additional controllers and
processes to boost its performance and reduce the accumulation of agents. Whenever the procedure arrives
with multiple locally optimal solutions, such methods allow for a more accurate balance between exploratory
and exploitative in identifying the global solution.

A population (PO) of N locusts constitutes a group of N possible solutions in LS-II, that is, PO = {x1,…,
xN}. The parts of PO communicate with one another as they explore an n-dimensional area. Every solution
xi = [xi,1,…, xi,n] is located within the limited space UN = {xi Rn|ld xi, d ud (where ld and ud represent the
minimum and maximum values for the d-th choice variables, respectively). LS-II, like any other
metaheuristic technique, is based on an iterative development wherein the optimal solutions change their
position with every repetition. The position of each candidate solution is changed by using several
methods after the two behavioral patterns seen in the locust insects, namely, isolated and social activities.

3.3.1 Solitary Process
Candidate solutions in the solo phase follow different paths in evaluating potential sources of food (good

solutions). The search agents avoid focusing on the other elements during this procedure. This process is
based on the concept of attractions and repulsion forces that are experienced by the answers in the PO
populations. The ensuring attractiveness and repulsive pressures (called social force) are experienced by a
given search agent xi under such parameters, which are explicitly described by the following formulation
at each iteration t.

SPt
i ¼

XN
j¼1
i6¼j

spti;j (1)

Here spti;j denotes the paired attraction-repulsion among the candidate answers xi and xj, which are
expressed by the representations.

spti;j ¼ q xi; xj
� �

M ri;j
� �

hi;j þ rand �1; 1ð Þ (2)

opens q xi; xj
� �

signifies the dominant level among xi and xj. The fact is represented by the capable value
as M ri;j

� �
, whereas ri,j represents the Euclidian distance ||xi−xj||. The unit vector from xi to xj is the vector.

hi;j ¼ xi � xj
xi � xj
�� ���� �� (3)

The below connection defines the social component M(ri,j):

M ri;j
� � ¼ Ae�

rij
B � e�rij (4)

Components A and B correspondingly denote the attraction-repulsion proportion and the influencing
quantity. q xi; xj

� �
is the function that represents the relative dominance of the candidate solutions of

every search agent. It is evaluated with such a value inside the range [0, N−1] to execute q xi; xj
� �

. The
strongest candidate option has the rank of 0, whereas the poorest component has the ranking of N−1.
Concerning the generated fitness value, the ideas of the best and the worst are explored. The score of
dominance is modeled as follows once the rankings for every candidate solution have been delegated:
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q xi; xj
� � ¼ e

�
rank xið Þ

N

� �
if rank xið Þ�rank xjð Þ

e
�

rank xj
� �

N

� �
if rank xið Þ. rank xjð Þ

8>>><
>>>:

(5)

As a result of the huge social power Sti affects every search agent xi which has a distinct inclination to be
attracted or rejected by the other components within the population’s SP. In such cases, the new position x�i
estimated by the searching agent xi is due to the effect of the total force that calculated as follows:

x�i ¼ xi þ Sti (6)

3.3.2 Social Process
Even during the solitary phase, the social process is used to enhance the precision of the best candidate

solution provided by SP*. Even during the social practice, a subgroup of searching agents B = {b1,…, bq} is
produced, which includes the finest q parts of the population, SP*. Next, within a constrained subspace Ciof

2 U, a set Mi of new random solutions (Mi = {mi
1,…, mi

a}) is produced for every candidate solution
x*I 2 B. The boundaries of the subdomain Ci wherein the alternative solutions are formed around
x*i = [xi1,…, xin] are shown as follows:

Clower
i;d ¼ x�i;d � r (7)

CUpper
i;d ¼ x�i;d � r (8)

The upper and the lower boundaries of every subcategory Ci for the d decision variable (d 2 [1,…, n])
are Clower

i;d and CUpper
i;d , respectively. The perturbation r on the other side is computed using the standard

formula,

r ¼
Pn

d¼1 ud � ldð Þ
n

:b (9)

The lower and the upper bounds for the d-choice variables are denoted by ld and ud, respectively. n is the
total number of dimensions, and it correlates to a scaling component that controls the maximum size of Ci.
The number of falls between the beta ranges is [0, 1].

Eventually, the best component of the set incorporated by the value of x*i with all its corresponding
random solutions {mi

1,…, mi
a} is acquired as the new role of the searching agent xt + 1

i. The following
terminology can be used to describe this assignment.

xtþ1
i ¼ best x�i ; m

i
1; . . . :; m

i
a

� �
(10)

3.4 Multi Swarm Optimization with Game Theory

The multi-PSO swarms discussed in this paper do not generalize instantaneously because the swarms do
not communicate. If the time is appropriate to acquire another swarm, there may be communication;
nevertheless, one swarm diminishes as a result of a variety of information exchange topologies.
Therefore, two multi-swarm approaches are proposed. Multi-charged particle swarm optimization (CPSO)
is a multi-population form of CPSO. As a substitute for standard atom targets, multi-quantum swarm
optimization uses quantum swarms based on quantization.

Blackwell founded CPSO on the orbit concept of an atom’s nucleus, which orbits the earth by electrons.
In CPSO, a certain number of atoms receive a charge that repels the other charged particles. The charged
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particles are those that have been assigned a value, while neutral particles are those that have not been given a
charge. Particle speeds are updated using a standard updating formula with an additional option dependent on
their closeness to the other electrons.

parentve!i t þ 1ð Þ ¼ xv�!
i tð Þ þ c1~r1 tð Þðpbest��!�~xi tð Þ þ c2~r2 tð Þ gbest

��!�~xi tð Þ
� 	

(11)

In formula (11), vei is the speed of the particle, xi is the location of the particle, pbest is the individual
perfect location of the particle, and gbest is the best-found position of the swarm given a star
neighborhood architecture.

The CPSO speed updating formula is as follows:

parentve!i t þ 1ð Þ ¼ xv�!
i tð Þ þ c1~r1 tð Þðpbest��!�~xi tð Þ þ c2~r2 tð Þ gbest

��!�~xi tð Þ
� 	

þ
X

8j 6¼i
aij (12)

Eq. (13) gives the velocity among the particles i and j:

aij ¼ QpiQpj
~xi �~xj
�� ���� ��

0 otherwise

~xi �~xj
� �

if qcore, ~xi �~xj
�� ���� �� � p

8>><
>>: (13)

Here, Qpi are the charges of particle where i, p, and pcore are the radii of influence of the accelerating
component.

In vanilla PSO, neutral particles behave because they will. However, CPSO will show a convergence of
neutral particles around gbest. As a result, CPSO provides a greater amount of variance throughout the loop
and overcomes the linear collapsing issue that vanilla PSO has. Despite CPSO’s excellent management of the
diversity problem, an outside method to deal with the obsolete storage is required.

To explore the multiple potential peaks in parallel, a swarm is partitioned into sub-swarms.
In concluding the research on the local optimum, diversity is raised but the probability is diminished.
Furthermore, such swarms consist of two sorts of particles; (i) PSO particles closely approximate the PSO
method but aim to obtain a greater location and (ii) quantum particles orbit all around the sub swarm
location in a radius cloud has to maintain diversity in addition to the optimization technique. The issue
of diversity loss is addressed by quantum particles. The location of quantum particles is calculated
using Eq. (14):

~pi 2 Bn rcloudð Þ (14)

The goal of MQSQ is to find a peak in every swarm, which is then monitored by the proposed method. A
swarm interaction is performed in an eliminating process to ensure that the two swarms do not use the same
peaks. The exclusion process among the swarms that are close together (distance smaller) employs a simple
competitive strategy. The swarm with the best fitness value for its swarm attractor is declared as the winner,
whereas for the loser, the swarming is dispatched and re-initialized in the search area.

Gaming Model Establishment

SNs can move between awake and asleep states reasonably to extend the lifespan of WSN.
Consequently, SN dynamic switching can be considered as a game issue. The following is an example of
the concept:

GT ¼ NP; K; uif gf g (15)
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The players in WSN are represented by NP. The reason is that all the sensor network nodes are active in
receiving and delivering the sensor data. All sensor network nodes are included in the game participants. To
put it in another way, the game player is sensor Si, with i = {1, 2, and n}.

The operational area of players is denoted by the letter K. In this paper, the sensor network evaluates the
strategic space of the game player by evaluating the power usage. Specifically, the sensor network needs to
enter the relaxed state from the active state but does not join the sleep state from the active state due to the
sensible choice of SNs. The functional form of a player is represented by the UI.

ui si; s�ið Þ ¼ Ui si; s�ið Þ � COi si; s�ið Þ (16)

Here si denotes the approach of the SN. Apart from the SNs, si is the approach used by the nodes. The
income value of SN Si is Ui (si, −si), whereas the cost value of SNSi is COi (si, −si).

In Fig. 2 flowchart of the proposed method is shown for optimal CH selection and routing path. In the
starting stage, it initializes the nodes, BS location and energy. Clusters are formed by calculating the distance
between the networks that match the ground station and the energy levels of the nodes. MSO should be used
to confirm the best local position. The LS-II completes the search method (ongoing process) that begins with
the population’s SP(k), that is, being randomly initialized during the first repetition (k = 0). The solo operator
is then applied to the present population SP (k). As an outcome, an SP population (temporary population) is
created. Lastly, the new population SP(k + 1) is generated using social operations. This cycle is repeated
several times until it reaches a point.

4 Analysis of Results

The suggested MSGE-LS method is tested in this part by evaluating its efficiency with that of GA, LS,
and MSO-based clustering. The statistical tests are run on a Dell OptiplexTM 3020 PC featuring an Intel
Core i7-4770 3.4 GHz processor, 8 MB cache, inbuilt Intel graphics, 16 GB RAM, 1 TB HDD, and

Figure 2: Flowchart of MSGE-LS
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Windows 10 operating system. For the simulations, Matlab R2019a is employed. Table 1 lists the network
parameters that were employed during the process.

The experiment of the proposed method is calculated using 200–1400 nodes and 0–800 rounds. The
criteria that were taken into account are stated; number of clusters that generated the overall end-to-end
delay in seconds, mean packet loss rates, lifespan computations, throughput, and total power dissipated in
joules. The experimental calculations are shown in Table 2.

The proposed MSGE-LS method forms 4% of clusters higher than the other methods in 1400 rounds.
The existing GA method forms 32 clusters, LS forms 36 clusters, and MSO forms 39 clusters in
1400 rounds. For 200, 400, 600, 800, 1000, 1200, and 1400 nodes, MSGE-LS improves approximately
by 32%, 15%, 10%, 9%, 16%, and 13%, respectively, while compared with GA. MSGE-LS also
outperforms LS by 9%, 14%, 7%, 5%, 6% and 0%. Fig. 3 shows the number of clusters formed during
1400 nodes.

The proposed MSGE-LS method achieves 65.31% of the minimum packet loss rate compared to the
existing methods. In the existing methods, GA achieves 84.56%, LS achieves 80.35%, and MSO
achieves 88.45% in average packet loss rates for 1400 rounds. For 200, 400, 600, 800, 1000, 1200, and
1400 nodes, the MSGE-LS has a reduced loss rate of 20%, 22%, 24%, 19%, 8%, and 20% when
compared with GA and 12%, 11%, 18%, 17%, 11%, 9%, and 19% when compared to LS. MSGE-LS is

Table 1: Simulation parameters

Parameters Representations

Ranges between transmission 30 m

Sensing distances among nodes 10 m

Initial energy of nodes 50 J

Bandwidth of nodes 50 Kbps

Network’s size 400 sqm

Transmission rate of packets 30 packets/s

Time taken for simulation 32 min

Packet’s size 8, 16, 32, 64, 128, 256 bytes

Mobility 0.5–3.5 m/s

Table 2: Total number of clusters generated in MSGE-LS

Total number of nodes GA LS MSO MSGE-LS

200 10 11 13 15

400 15 16 18 21

600 24 23 25 29

800 27 28 27 32

1000 29 30 31 36

1200 29 31 33 40

1400 32 36 39 43
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also found to be more effective than MSO-based clustering by 6%, 5%, 5%, 7%, 4%, and 3% for 200, 400,
600, 800, 1000, and 1200 nodes, correspondingly. The experimental calculations are shown in Table 3. Fig. 4
shows the average packet loss rate.

Figure 3: Formations of clusters

Table 3: Average packet loss rate

Number of nodes used GA LS MSO MSGE-LS

200 24.06 29.04 17.95 15.12

400 42.51 32.6 31.63 28.15

600 52.06 48.19 52.18 33.84

800 69.51 62.09 57.64 55.41

1000 73.56 71.42 64.54 51.45

1200 76.11 79.66 75.15 63.16

1400 84.56 80.35 88.45 65.31

Figure 4: Average packet loss rate
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The proposed method has a minimum average end-to-end delay compared with GA, MSO, and LS.
MSGE-LS achieve 0.057001 s of end-to-end delay. Fig. 5 shows the average end-to-end delay rates.
When compared with GA, MSGE-LS has a reduced average of end-to-end delay benefit of 19%, 20%,
11%, 9%, and 5% for 200, 400, 600, 1000, and 1200 nodes, respectively, but a greater delay benefit of
9% for 800 nodes. When compared to MSO, MSGE-LS has a median end-to-end delay benefit of 0%,
3%, 7%, 4%, 0%, and 0%.

The number of packets sent out to the ground station is measured by the throughput. It is preferable to
transmit the greatest number of packages possible all through the lifespan of the network. Fig. 6 shows how
to take this metric. The throughput is proportional to the number of active SNs sending the packets of data in
each round, implying that the amount of data collected is greater. The suggested protocol provides the highest
throughput, as shown in Fig. 6.

When compared to the existing techniques such as GA, LS, and MSO, MSGE-LS has a higher lifetime
computation Fig. 7. The lifetime computation of the proposed method is provided in Table 4.

The cost of computation is directly proportional to time. If the minimum nodes take more time to cluster,
they will consume more energy and have a high storage cost. In this proposed research, the computation time
is of high concern, and the cost of computation is reduced. This helps in improving the lifetime of the
network with less component loss in terms of battery life, storage space and so on.

Figure 5: End-to-end delay

Figure 6: Throughput
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5 Conclusion

Two of the most essential criteria for operating WSNs successfully and consistently are energy
conservation and energy consumption. At present, more importance is given to technical issues and
resource management. The main goal of this research is to use the LS-II method to improve WSN CH
selection. Therefore, a method that relies on MSO and game theory has been developed to improve WSN
and CH selection routing. The solution generated was based on both energy efficiency and network
responsiveness. The suggested method optimizes routing and extends the lifetime of the network by
selecting the effective CHs in reaction to the networks. According to the findings, the suggested scheme
outperforms the comparative methods in simulations. The suggested protocol is evaluated using several
parameters, such as the lifetime of the network, energy usage, energy divergence, number of packets
transmitted, and system stability duration. The research has shown that the suggested methodology
performs well in terms of increasing the lifespan of the network and providing a good energy load.

The limitation of this research is the lack of energy efficiency across the network. In such a situation, the
challenging due nodes are considered as players. If one node acts as a player, the whole algorithm takes
responsibility only for that player’s node. In the future, a better optimization model can be used for node
optimization.
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grant funded by the Korea Government (MOTIE) (P0012724, The Competency Development Program
for Industry Specialist) and the Soonchunhyang University Research Fund.
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Figure 7: Lifetime computation

Table 4: Lifetime computation

Number of nodes Number of rounds LS GA PSO MSGE-LS

600 100 945 955 840 1031

800 200 998 992 978 1098

1000 300 1050 1170 975 1297

1200 400 1120 1195 1060 1335

1400 500 1185 1235 1190 1496
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