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Abstract: Cloud computing has become one of the leading technologies in the
world today. The benefits of cloud computing affect end users directly. There
are several cloud computing frameworks, and each has ways of monitoring and
providing resources. Cloud computing eliminates customer requirements such
as expensive system configuration and massive infrastructure while improving
dependability and scalability. From the user’s perspective, cloud computing
makes it easy to upload multiagents and operate on different web services. In this
paper, the authors used a restful web service and an agent system to discuss,
deployments, and analysis of load performance parameters like memory use, cen-
tral processing unit (CPU) utilization, network latency, etc., both on localhost and
an Amazon Web Service Elastic Cloud Computing (AWS-EC2) server. The Java
Agent Development Environment (JADE) tool has been used to propose an archi-
tecture and conduct a comparative study on both local and remote servers. JADE
is an open-source tool for maintaining applications on AWS infrastructure. The
focus of the study should be to reduce the complexity and time of load perfor-
mance parameters by using an agent system on a cloud server instead of establish-
ing a massive infrastructure on a local system, even for a small application.
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1 Introduction

Monitoring resources and applications in cloud computing are critical for cloud clients and providers.
Several ways are provided for customers to monitor their apps and keep resources to ensure that
objectives are completed appropriately. In the cloud computing paradigm, customers don’t have to own
and run the physical infrastructure for their business needs. Also, customers don’t have to worry about
how or where the work will be done. They only pay attention to how much it costs to use the resources,
what services consumers can get from cloud providers, and how good the services are. The cloud
providers are the ones who manage the resources being used and given out in the best way possible. The
cloud does this by using efficient methods to monitor and manage resources and give the best quality of
service without breaking the service-level agreement (SLA). Over the past five years, cloud computing
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has been considered and deployed in response to a large-scale computer infrastructure to develop and market
service-oriented commercial solutions to the industry’s requirements [1]. Agent-based cloud computing
needs to be built to better manage cloud resources and services and effectively find and put together
agent-based solutions.

Infrastructure as a Service (IaaS) is a cloud layer from which users can select virtual machines (VMs)
with various configurations and capacities. Nowadays, several companies, like Amazon EC2, IBM
SmartCloud, Aneka, Microsoft Azure, and Google App Engine, provide platforms and infrastructures for
cloud computing [2]. AWS is the latest technology in the IT cloud industry, with a scalable and reliable
platform for on-demand application deployment. The user builds services with minimum maintenance
and organizational expenditures. Amazon’s business model offers On-Demand, Reserved, and Spot
Instances. Users access anything from any computer system without worrying about infrastructure, cost,
security, or storage management. AWS is a technology that solves all the issues that come up with cloud
computing, such as data security, choosing the right cloud, monitoring in real-time, unauthorized access,
etc [3].

AWS provides two-layer security using Multi-factor Authentication (MFA) on username and password
during user sign-in. It also contains many registered services, such as storage and content delivery network
(CDN), database, analytics, computing, network, deployment and management, and a lot of app services.
The EC2 service is a sub-part of the computational and network services that are best suited for cloud
computation capacity [4]. EC2 has many benefits, such as autoscaling, virtual private clouds, elastic block
stores, elastic load balancing, Internet Protocol (IP) addresses, route services, and high-performance
computing clusters [5].

Amazon EC2 accelerates the process by generating new instances in minutes, allowing you to scale up
and down services as needed [6]. Application deployment in Amazon EC2 differs based on various
standards, application types, components utilized, etc. The main feature of EC2 is that it allows you to
pay as you use the cloud setup. Customers can choose from various memory instances, including free and
paid instances [7]. To check the CPU utilization and memory usage of the AWS-EC2 instance (Remote
server) and local server, a restful-based web service, also known as an application programming interface
(API), has to be created. The multiagent system will call this API when the system load is calculated.
The performance of the load utilization parameters will be checked first on the local host and then on the
AWS server [8].

A multiagent system is a decentralized method where all the agents work together in an agent container.
Agents are heterogeneous, scalable, and distributed to achieve the goals established during the requirement
and design phases. Agents have different responsibilities depending on their usage, but they all follow agent
properties such as atomicity, integrity, message transport, sharing, adaptive, rational, cognitive, and many
more. The Foundation for Intelligent Physical Agents (FIPA) standards are met when JADE is used to
build the multiagent system and applications [9].

Autonomous agents build clouds more intelligently and effectively by allocating resources to
applications and communicating with users. It is also critical in clouds to develop and implement
approaches and strategies that consider the dynamic nature of cloud computing systems. JADE helps in
integrated programming, which means that JADE can create code and databases within a single
development environment. This structure of JADE makes it easier for the programmer to design, build,
and show how the whole model works all in one place.

Agents use an ACL (Agent Communication Language) for sending and receiving messages between
them. The main advantage of JADE is in the implementation part. Instead of a program’s code being
compiled simultaneously, each method is compiled as it is completed. JADE provides an API for
languages such as .NET, Java, C/C++, and web services. Consumers can create agents or use the cloud to
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resolve challenges [10]. An agent is programmed as an object that works well with other objects to
accomplish a job. Even the agents help to provide the best match among cloud providers. Adding a
multiagent system to the cloud makes it more flexible, automatic, and high-performing. This paper uses
JADE as a middleware to send and receive system information results, first between the local host server
and the display app and then between the AWS server and the display app.

The rest of the paper is organized as follows. Section 2 illustrates the structure of agent services in cloud
computing. Section 3 describes the proposed local architecture with JADE agent; Section 4 explains the
proposed AWS architecture with JADE agent; Section 5 discusses the comparative analysis of system
load on the local host and AWS server; Section 6 includes the benefits of cloud computing in engineering
applications; Section 7 includes discussion, and Section 8 is the conclusion of the paper.

2 Related Works

The cloud platform incorporates diverse functionalities, such as reasoning and learning. However, client
management is becoming increasingly difficult as the demand for cloud computing rises. Very few studies
have been conducted on agent-based cloud computing. Agents and cloud computing are complementary
technologies. Agent systems can benefit from the improved computing qualities of cloud computing.

Kiran et al. [11] discussed how the Amazon EC2 agent monitors the health, availability, and
performance of EC2 instances. Amazon EC2 is a combination of multiple services with unique
characteristics that are utilized to form a single architecture. With Amazon EC, auto-scaling can
automatically change the size of an instance, and there are also many load balancers to choose from.
Amazon CloudWatch provides detailed monitoring options for snapshots and AMIs. The free tier is
available for one year from the date of registration.

Fernando de la et al. [12] reviewed the applications for integrating multiagent systems and cloud
computing. In addition, they showed the classification of agents and cloud computing architecture, the
role of each agent application from a cloud computing perspective, and the advantages of agents on the
cloud. In this regard, the authors have also emphasized the primary problem of sustaining quality of
service (QoS) when user demand is high.

Distributed-MASON in the cloud provides a Simulation-as-a-Service (SIMaaS) architecture to execute
simulations that involve multiple computers. This work was proposed by Michele et al. [13]. He also
suggested a new infrastructure for figuring out how AWS-EC2 instances can be used to run distributed
multiagent simulations from a computational and economic point of view.

Amir et al. [14] discussed the vast infrastructure for high-performance computing provided by cloud
computing platforms. This study investigates comparisons and possible interactions between cloud
computing and multiagent computing systems. They also set up a multiagent system on the cloud to
make high-performance, complex systems easier to use.

Sara et al. [15] discussed cloud computing integrated into the Service-Oriented Multiagent (CISM)
framework. They did this by adding various levels of integration for SOA with cloud computing and
enabling the distribution and organization of functions. Based on the idea of cloud computing, CISM
enables the flexible allocation of resources and introduces new functions in very dynamic scenarios. In
addition to the JADE and FIPA requirements, the CISM model also utilizes JADE to deploy agents in
cloud environments.

Tariq [16] have devised an automated method that makes it easier to use the cloud to run and work better.
This paper uses a multiagent system to describe a new architecture. This architecture is used by cloud
computing to find the best resources and give cloud providers and handlers a way to communicate and
use the cloud as much as possible.
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Araunjo et al. [17] have focused on increasing the dependability of Amazon EC2 spot instances. The
author developed a fault-tolerant multiagent architecture. The authors suggest a fault-tolerant multiagent
architecture as an interface for cloud users and providers to help them get access to different kinds of
resources. The authors also looked at the suggested architecture using historical data from Amazon
EC2 prices. Compared to other methods, authors achieved a high accuracy (98%) and gains of up to
74.48 percent in overall execution time, lowering total cost.

According to Muhammad et al. [18], Amazon implements data analysis and mining using AWS cloud
computing with a high level of security. The data is stored in the cloud, which eliminates security issues and
minimizes confidentiality breaches. It is significantly less expected that data saved in the AWS cloud will be
lost or interfered with by third parties. AWS also focuses on aspects like data availability, privacy, monitoring
suspicious information, encryption, firewalls, and preventing unauthorized user invasion.

Ali Reza [19] developed a framework to build applications with elastic cloud resources. The agents are
divided into two categories: contractors and monitors. Intelligent automatic load balancing is possible in
cloud configuration models with the help of agent properties like being proactive, negotiating, learning,
etc. The previous work techniques, advantages, and disadvantages of cloud computing using multiagent
systems are shown in Table 1 below.

Table 1: Summarization of previous work on cloud computing with multiagent system

Ref
no.

Published
year

Approach name Advantages Disadvantages

11 2015 A FLAME framework is a
tool for agent-based
modeling architectures.

The tool applies to
modeling and simulation
techniques.

There are absolutely no
unsolved theories about PaaS
or IaaS. During their
simulations, images couldn’t
burst to more resources as
needed, when memory got
low

12 2013 +Cloud is a platform based
on the cloud computing
paradigm.

+Cloud has a centralized
information system, a large
computational load per
node, and the ability to
recover from decision-
making process errors.

+Cloud is a technological
component of the system,
and its dependency on the
environment is required.

13 2016 D-MASON works on the
cloud and provides a
Simulation-as-a-Service
(SaaS) architecture.

D-MASON provides a
structure that streamlines
the process of setting up
distributed simulations and
bidding on the cost-
performance ratio.

Authors need to compare the
techniques with other cloud
instances on more cloud
simulations so that
comparisons will be better.

14 2010 Authors work on
components of MAS and
implement a simulation
framework.

The authors explored the
problem of data security in
cloud data storage. The user
interface agent acts as a link
between the user and the
rest of the agents.

The author used six agents to
work on the MAS
architecture, which increases
the complexity and
management of agents in the
cloud.

(Continued)
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3 Proposed Local Architecture with JADE Agent

As shown in Fig. 1, JADE acts as a gateway that creates a multiagent system and applications that
conform to FIPA guidelines. In this paper, JADE features are utilized on local and AWS servers. With the
help of JADE, load balancing can be easily calculated on remote servers with reduced time, as JADE
provides a set of valuable tools that help debug and deploy applications [19,20]. Agents are decision-
makers and adapt themselves to user needs. Each agent knows how to connect to and work through the
different layers of the cloud.

Table 1 (continued)

Ref
no.

Published
year

Approach name Advantages Disadvantages

15 2010 This paper uses the
approach of the Cloud
CISM@ architecture set on
top of the platforms.

CISM@ has several
features capable of being
executed in dynamic and
distributed environments to
work on devices with
limited storage and
processing capabilities.

CISM@ does not include a
service discovery
mechanism, and
applications, use only the
services listed on the
platform. All communication
is handled by the platform
only.

16 2018 The author practices the
cloud service broker
technique. The broker is
considered a database
center for the users and the
providers in the cloud
environment.

MAS is used in the cloud
environment to help choose
the best resources and
develop ways for cloud
providers and users to
negotiate.

Authors have considered the
cloud broker as the core of
the cloud system. If the
broker fails to collect data
and services from an agent,
the cloud broker must be
controlled by a backup.

17 2019 The authors propose a
fault-tolerant multiagent
architecture for cloud
providers and users.

Fault tolerance methods are
suitable for dynamic
resource allocation and
scheduling, compute
reliability, and flexible
infrastructures to guarantee
the quality of service,
ensure accessibility, and
achieve cost optimization.

The fundamental issue
addressed by this study is the
trade-off between reliability
to ensure the efficacy of user
applications and the low cost
of spot instance resources
with no guarantee of
availability.

18 2020 The authors developed a
framework that can be used
to build an application that
flexibly uses MAS cloud
resources.

The authors provide agent-
based solutions for
designing and developing
software agents to enhance
cloud resources and service
discovery.

A security risk associated
with elastic cloud computing
means it runs for a limited
time, and you must rethink
how you perform incident
response, root cause
analysis, and audits.
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First, JADE is installed on a local server that requires a specific system configuration setup. After that,
system and hard-drive information are calculated using an API service. Secondly, JADE is installed on an
AWS server, where users can create free and paid instances to check the performance of JADE (in terms
of CPU utilization, memory usage, etc.) in a cloud environment by calling the same API as on the local host.

A run-time environment is provided by JADE, where agents can live, destroy, and communicate with
each other. Agents have the behaviors of autonomy, reactivity, proactivity, and social behavior [21]
throughout their lives. JADE supports all the features of an object-oriented language. JADE also
improves the quality and complexity of applications because of its interoperability. Fig. 2 shows the
architecture of a local computer system with JADE and Apache Tomcat Maven. The two agents created
by JADE are:

� Information Agent

The information agent receives the system information of the local computer, like total memory, free
memory, used CPU, number of processors, latency, and hard drive space, and passes it to the watcher
agent every 5 s.

� Watcher Agent

The Watcher agent watches the information agent and retrieves the system information from the
information agent, and stores it in the database. The database is maintained in MySql and HeidiSql servers.

� Restful Web Service (Stress App)

Apart from the JADE agents, a RESTful web service is created in Java to put a load on the system. The
Restful web service has a specific purpose: it helps two servers in different parts of the world communicate
with each other. Restful APIs make it simple to communicate with cloud computing. They are lightweight
and use the Hypertext Transfer Protocol (HTTP) protocol for implementation. These web services easily
retrieve computer resources from servers and provide them to clients. In their current work, the authors
checked the system information using local-host port number 8080 when no load was put on the system
and again checked the system information after putting the load on port number 8080 through the stress
app (Restful web service). The Tomcat Server gets web services, runs them, controls the parameters, and
sends a response back to the sender. The Stress app calls the API and hits it on the system load; when

Figure 1: JADE architecture

Figure 2: Architecture of local computer system
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putting the stress (load) on the system, the CPU and memory load change. The CPU increases its utilization
with the increase of network latency.

� Display App

This app is used to display the result on the computer screen. This display app (localhost:9090) works
before and after putting a load on the system. The MySql and HeidiSql databases, as shown in Fig. 3, are
connected to this graphical user interface (GUI) based display app that will show the system information
and hard-drive databases on the computer web page every 10 s.

� Load Checking on the Local Server

As shown in Fig. 4, seven parameters are created to check the system information, including System Id,
total memory of the system, free memory, used CPU, number of processors (CPU cores), network latency,
and time of creation. All parameters check the system load at that time before and after putting the load
through the stress app.

Our primary purpose is to check the system performance on the local host and the AWS server so that a
comparative analysis can be easily calculated. The configuration of the local system is as below in Table 2:

Figure 3: Hard drive & system information in database

Figure 4: Database created for system information for both local and AWS servers

Table 2: The configuration of the local system

Local host components System configuration

CPU AMD Ryzen 5 5500U

RAM 8.00 GB (7.36 GB usable, SSD: 143 GB).

SSD 143 GB

Softwares JADE 4.5, Java 11

Database MySql, Heidisql

Servers Tomcat,FileZila
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The above system configurations, like JADE 4.5 and Java 11, are used to create agents, MySql for the
database, and HeidiSql for better display of the local server and AWS database. JADE has created two agents
(watchers and information agents) to check the system information. Objects are created through the setobject
() method, and each object is assigned different parameters, like one object checking the total memory and
the other object checking the used memory. So on. These agents talk to each other, save the information in the
database, and display it on the local computer system.

stm.setObject(1, id);

stm.setObject(2, systemInformation.getTotal_memory());

stm.setObject(3, systemInformation.getFree_memory());

stm.setObject(4, systemInformation.getUsed_cpu());

stm.setObject(5, systemInformation.getNumber_of_processors());

stm.setObject(6, diff);

stm.setObject(7, new Date());

Fig. 5 shows the result of the display app when the stress app (localhost:8080/api/v1/stress) is hit on the
local server. The figure below shows the most important system information for load parameters and hard
drives. The CPU is used 16% of the time, and 2.2 GB of memory is used.

Fig. 6 shows the result on the display app when a load (stress app) is put on the local host server through
the JADE agent. The JADE agent starts calling the web service and, through this web service agent, puts a
load on the server. As the load increases, the CPU starts using the computer resources, slowly decreasing
memory and increasing system latency. After a few seconds, CPU utilization drops to 15.7%, latency is
2 ms, free memory reduces from 2.2 to 1.3 GB, and the hard drive also starts impacting badly. The
database snapshot before and after the API hit is also shown in Fig. 7, where CPU usage data is kept in
descending order. In the first row, it is also shown that CPU utilization is 100% in a few seconds when
the load is gradually increased.

From this, the authors conclude that even if a local system has a perfect configuration, a small load on the
web service makes the CPU busier and slows down the other running applications. System load is the major
problem when sometimes putting software agents and infrastructure on a local host.

Figure 5: Display app of system information through the local host before putting the load

Figure 6: Display app of system information through the local host after putting the load
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4 Proposed AWS Architecture with Jade Agent

The objective of working with AWS is that it allows companies, governments, and individuals to easily
store their data and APIs [22] efficiently and easily. AWS provides the user with a better way to build their
application by using cloud servers and interfaces because configuring their infrastructure is quite complex
and costly [23]. To implement web services on the AWS cloud, the system is divided into three parts:
local host, Amazon EC2, and users. The system information is monitored when the user starts creating
and destroying agents on the local host through JADE. The agents and web services are deployed on the
AWS cloud so that the performance of cloud instances can be checked on a local machine.

AWS and the separate cloud server communicate via Restful web services and agents to monitor the load
on the main server. When the resources in an AWS server reach a certain peak level, it means that Amazon
EC2 has depleted local resources such as CPU processing and memory. The information agent coordinates
and checks the whole system on both platforms. The information agent in Amazon’s EC2 cloud gives
information to separate servers by sending command messages to scale up or down resources depending
on how much the system is occupied.

� Load Checking on AWS Server

To set up the whole architecture on the cloud, as shown in Fig. 8, first create an Amazon EC2 free
instance named t2.micro on the main AWS server. The web service (stress app) and agents have to be
uploaded onto the AWS server with the help of the FileZilla server. After that, the project must be
complied with and run using Java commands through a command prompt. The same process is repeated
with a separate server (client-server) for a free instance of t2.micro created on AWS. After that, the
MySql server, agents, and display app have to be uploaded and compiled on the cloud server with the
help of the FileZilla server. Both the running instances of t2.micro, public and elastic IPs are also created,
as shown in Fig. 9. It shows the AWS server is ready to work on the application. Creating an instance
and uploading the whole project and agents to the AWS cloud is convenient. An AWS-EC2 instance
works on the virtual server where users can request and get provisioned to work in the cloud and install
multiple instances, packages, and software [24]. EC2 allows the customer to choose the size of the boot
partition, the operating system, the amount of storage space, and the application based on their
requirements [25].

Figure 7: Database snapshot of system information on the local host
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The cloud instances can be charged hourly depending on the user’s requirements. AWS provides
different instances for different business projects. Users can access their CPU and memory as long as a
project runs. A t2.micro instance is free, so users have minimal memory and CPU usage access. The free
configuration that we get from AWS is below in Table 3.

System information like CPU utilization, latency, memory usage, etc., is checked first on the AWS. The
information agent takes all the information in the system. The watcher agent, installed on a separate cloud
server, observes and retrieves the system information and stores it in the database. Through the display
app, the system information is displayed on the computer after almost 10 s, as shown in Fig. 10. The
used CPU is 0.2%, and the total memory is 978.6 MB.

Figure 8: AWS Architecture

Figure 9: AWS and separate server instances & IP address

Table 3: AWS configuration

AWS components System configuration

CPU 1 vCore

RAM 1 GB

SSD 30 GB

Instance t2. micro

Servers AWS EC2/another server
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The same process is repeated when the API is hit on the AWS server. The system information is again
checked through information and watcher agents. As shown in Fig. 11, the stored information can be
retrieved from the database and shown on the system using the display app. The AWS EC2 cloud can
easily calculate the load difference before and after hitting the API. After hitting the web service, the load
starts increasing on the CPU. With minimal total memory available, the CPU utilization becomes 100%
instantly.

The best part about the AWS server is that it calls the other servers available on the cloud, uploads the
agents and web services, runs the application, calculates the load before and after hitting the web service, and
updates the database. The cloud user does not have to be set up and pay for infrastructure; calculations also
get easier and faster [26].

Within the minimum system configuration on the AWS server, the information regarding memory usage,
CPU utilization, latency, hard-drive information, etc., can be easily calculated. The snapshot of the system
information database is shown in Fig. 12. When the server starts to get busy, the CPU usage is at 0%, but it
goes up right away and reaches 100% in a short time.

5 Comparative Analysis of System Load on Local Host and AWS Server

The current research activities have been focused on the local host and AWS infrastructures, with little
attention paid to how agents work well on cloud servers. The multiagent system in the cloud can operate,
coordinate, and share the results in the cloud with the local host system. Some of the essential things the
authors notice about the AWS server compared to local servers are:

� A considerable volume of memory and processing resources can be dynamically organized for the
execution of multiagent systems on an AWS server compared to a local server. Working and
coordinating with many agents at a time on local servers is a little cumbersome.

� To set up a project on a local server, researchers need a lot of applications, software, etc., but with
AWS, they only need a few things to get the best results [25].

� It is easier to scale up the application on AWS by creating more instances (free or paid). AWS charges
extra for every service, but it’s more or less what you use, so you only have to pay for that.

Figure 10: Display app shows system information before putting the load on the AWS server

Figure 11: Display app shows system information after putting the load on AWS server
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� Reliability, security, speed of response, and storage space are the main good things about AWS that a
local server doesn’t have.

As shown in Figs. 13 and 14, the graphs of CPU utilization on the local server and the AWS server are
shown. The values have been taken from the database as shown in Figs. 7 and 12. Since the AWS server has
1GB of total memory and a 12 vcore processor available, the CPU touches 100% utilization very sharply
when the stress app loads on the server. That is why the curve is so steep. However, in the case of a local
server, when the same stress app is applied with JADE agents on the 8 GB of memory and 12 vcore
processors, the CPU makes itself busy running the same API. After a period, CPU utilization again
reaches 100%. The total system speed falls off drastically in a few minutes.

Figure 12: Snapshot of system information database on the AWS server

Figure 13: CPU utilization on the AWS server
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From the above comparison of processor speed and CPU utilization, we conclude that either the system
has an excellent configuration or it can be halted at any time, even with a small load on the server. Working on
AWS-EC2 is relatively easy. We get our separate servers without having to establish a vast infrastructure. The
biggest strength of EC2 is that it is conceptually simple; anyone can easily understand and work on it.

Figs. 15 and 16 show the network latency on AWS and the local server. Network latency, also known as
lag, refers to the time it takes data packets to travel from source to destination. We observed the AWS graph
of network latency and found that latency transmission levels are even lower than local servers. The latency
peak is difficult to achieve at only one point of load. The graph of the local-host network latency shows that
the latency peak is higher at certain times; this means that the rate at which data is sent is slower at some
points. Network latency also decreases the throughput and limits the bandwidth of a system. So, data
packets will take more time on a local server as compared to an AWS server.

6 Benefits of Cloud Computing in Mathematical Modeling and Engineering Applications

� Mathematical modeling and engineering applications are useful in providing relationships with cloud
computing. It helps to determine the best values and methods and predict how things will work
accurately in the cloud.

� Islam et al. [26] have made a model for the elasticity of cloud instances like Amazon CloudWatch.

Figure 14: CPU utilization on the local host

Figure 15: Network Latency on AWS server

Figure 16: Network Latency on local server
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� Pallavi et al. [27] discussed the comparative analysis of Microsoft Azure, Google Cloud, and Amazon
EC2 with their specifications, support, pricing, databases, and different architectures.

� Beloglazov et al. [28] use statistical data analysis from virtual machines to figure out how CPUs
should be used in a large heterogeneous cloud.

� Mi et al. [29] present a mathematical model of virtual machine distribution as a multi-constraint
optimization problem that balances CPU utilization and energy consumption.

� Open-source simulator software applications include CloudSim, Networkcloudsim, greencloud,
MDCsim, and icancloud [30].

7 Discussions

Amazon EC2 instances are designed for architectures ranging from simple to sophisticated. It is used for
small-scale to enterprise-level applications, including big data and analytics workloads. The developer can
easily upload and deploy the services on an AWS-EC2 server and get the desired results. The agents help in
utilizing the full use of cloud resources effectively. The main feature of the agent system is that it works well
on cloud servers. So, in this paper, the authors work on AWS cloud computing and local servers to check the
CPU utilization and memory usage of EC2 instances on both platforms by using multiagent systems. The
authors used memory usage, CPU utilization, network latency, and other system configuration parameters
to prove the best results on an agent’s system on an Amazon server. They proved that for small setups,
the local host is best with agents, but as the configuration and data sets expand, it is better to use an
agent system on the cloud, and JADE is the best tool for building and configuring agent systems.

8 Conclusion

The benefits of cloud computing are huge today. Some of the main advantages of cloud computing are
data protection, cost-effectiveness, multiple storage, and auto-scaling. As part of the cloud provider, the
multiagent system and cloud resources respond to client requests and complete their tasks. One of them is
an Amazon Web Services EC2 cloud resource. EC2 is a service that provides flexible computing
capacity, and instances of EC2 can be installed and run in a few minutes. In this paper, the authors
discussed and compared the multiagent system’s results on the local and AWS servers. Agent deployment
on clouds was previously complex. However, with the help of the AWS Server, memory usage, CPU
utilization, network latency, and other system configurations have significantly improved. To prove the
result, users have to go through a huge set of innovative configurations on localhost. However, the results
are far better on AWS, even with the minimum system configuration. Even when infrastructure, software,
operating systems, and applications are considered, AWS resources are still very flexible, easy to use, and
affordable.
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