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Abstract: The term ‘executed linguistics’ corresponds to an interdisciplinary
domain in which the solutions are identified and provided for real-time
language-related problems. The exponential generation of text data on the
Internet must be leveraged to gain knowledgeable insights. The extraction
of meaningful insights from text data is crucial since it can provide value-
added solutions for business organizations and end-users. The Automatic
Text Summarization (ATS) process reduces the primary size of the text
without losing any basic components of the data. The current study introduces
an Applied Linguistics-based English Text Summarization using a Mixed
Leader-Based Optimizer with Deep Learning (ALTS-MLODL) model. The
presented ALTS-MLODL technique aims to summarize the text documents
in the English language. To accomplish this objective, the proposed ALTS-
MLODL technique pre-processes the input documents and primarily extracts
a set of features. Next, the MLO algorithm is used for the effectual selection
of the extracted features. For the text summarization process, the Cascaded
Recurrent Neural Network (CRNN) model is exploited whereas the Whale
Optimization Algorithm (WOA) is used as a hyperparameter optimizer. The
exploitation of the MLO-based feature selection and the WOA-based hyper-
parameter tuning enhanced the summarization results. To validate the perfor-
mance of the ALTS-MLODL technique, numerous simulation analyses were
conducted. The experimental results signify the superiority of the proposed
ALTS-MLODL technique over other approaches.
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1 Introduction

The web resources available on the Internet (for example, user reviews, websites, news, social
networking sites, blogs, etc.) are gigantic sources of text datasets. Further, the text dataset is available in
other forms, such as the archives of books, news articles, legal documents, journals, scientific papers,
biomedical documents, etc. [1]. There is a dramatic increase experienced in the volume of text data
available on the Internet and other archives. Consequently, a user consumes considerable time to
find the required information [2]. As a result, it becomes crucial to summarize and condense the text
resource to make it meaningful. However, manual summarization is highly challenging and consumes
a lot of time and effort [3]. It is challenging for human beings to manually summarize huge volumes
of textual datasets. The automated Text Summarization (ATS) process can be a major conclusion to
this dilemma. The most important goal of the ATS system is to generate a low-volume summary that
encompasses all the major ideas from the input document [4].

The automated Text Summarization (ATS) process is challenging in nature. When human beings
try to summarize a text, the content is completely read and understood, and the key points are
prepared. However, this is not the case in terms of the ATS process due to insufficient language
processing and human knowledge capabilities in computers. So, automated text summarization is
a difficult process [5]. ATS system is categorized into single- or multiple-document summarization
schemes. Initially, the system generates a summary for a single document, producing the summaries
for a cluster of documents. The ATS system aims to employ the text summarization methodologies
such as hybrid, extractive and abstractive to achieve the outcomes [1]. Amongst these, the extractive
method selects the main sentences from the input text and uses them to produce the summary. The
hybrid method incorporates both extractive and abstractive methodologies [6]. The ATS system is
primarily used in text analytics and mining applications like question answering, information retrieval,
information extraction, etc. This system has been utilized with information retrieval techniques to
improve the search engine’s abilities [7].

Due to the wide accessibility of the internet, a considerable number of study opportunities are
available in the field of ATS with Natural Language Processing (NLP), especially based on statistical
Machine Learning (ML) techniques. The primary aim of the ATS approach is to generate a summary
similar to a human-generated summary [8]. Nonetheless, in many cases, both the readability and
the soundness of the generated summary are unacceptable. This is because the summary doesn’t
encompass each semantically-consistent feature of the data. Most of the recent TS approaches do
not have an individual point-of-view over the semantics of the words [9]. To efficiently overcome the
issues present in the existing TS methods, the current study presents a new architecture through the
Deep Learning approach.

The current study introduces an Applied Linguistics-based English Text Summarization using
a Mixed Leader-Based Optimizer with deep learning (ALTS-MLODL) model. The presented ALTS-
MLODL technique aims to summarize the text documents in the English language. To accomplish the
objective, the proposed ALTS-MLODL technique pre-processes the input documents and primarily
extracts a set of features. Next, the MLO algorithm is used for the productive selection of the
extracted features. The Cascaded Recurrent Neural Network (CRNN) model is exploited with Whale
Optimization Algorithm (WOA) as a hyperparameter optimizer for the text summarization process.
Exploiting the MLO-based feature selection and the WOA-based hyperparameter tuning enhanced the
summarization results. Numerous simulation analyses were conducted to observe the better outcomes
of the proposed ALTS-MLODL technique.
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The rest of the paper is organized as follows. Section 2 provides a brief overview of text
summarization approaches. Next, Section 3 introduces the proposed model and Section 4 offers
performance validation. Finally, Section 5 draws the concluding remarks of the study.

2 Existing Text Summarization Approaches

Wan et al. [10] devised an innovative structure to address the tasks by extracting many summaries
and ranking them in the targeted language. At first, the authors extracted many candidate summaries
by presenting numerous methods to improve the quality of the upper-bound summary. Then, the
author designed a novel ensembling ranking technique to rank the summaries of the candidates using
the bilingual features. Song et al. [11] presented an LSTM-CNN-related ATS framework (ATSDL)
that constructed innovative sentences by exploring the finely-grained fragments against the established
sentences, like semantic phrases. Unlike the existing extraction methods, the ATSDL approach had two
main phases: extracting phrases from source sentences and developing the text summaries using DL
techniques. D’silva et al. [12] explored the summary extraction domain and proposed an automated
text summarization method with the help of the DL technique. The authors implemented the method
in the Konkani language since it is considered a language with fewer resources. Here, the resources
correspond to the availability of inadequate resources, namely speakers, data, experts and tools in the
Konkani language. The presented method used a fast-text pre-trained word embedding Facebook-
based method to receive the vector representations for sentences. Afterwards, a deep multi-layer
perceptron method was used as a supervised binary classifier task for auto-generating the summaries
utilizing the feature vectors.

Maylawati et al. [13] introduced an ideology by combining the DL and SPM methods for
a superior text summarization outcome. In the text summarization process, generating readable
and understandable summaries is significant. SPM, as a text representation-extraction method, can
maintain the meaning of the text by showing interest in the order of words’ appearance. DL is
a famous and powerful ML approach broadly utilized in several data mining research works. It
employs a descriptive research method that gathers every fact about the data based on DL and SPM
techniques for text summarization. Here, the NLP technique is used as knowledge, whereas DL and
the SPM techniques are applied for text summarization since it is the main issue that needs to be
sorted. Khan et al. [14] focused on the extraction-based summarization process with the help of
K-Means clustering and Term Frequency-Inverse Document Frequency (TFIDF). This study reflected
the ideology of true K and utilized the value of K to split the sentences that belonged to the input
document to arrive at the concluding summary.

Lin et al. [15] proposed a simple yet effective extraction technique in the name of the Light
Gradient Boosting Machine regression method for Indonesian files. In this method, four features were
derived such as the TitleScore, PositionScore, the semantic representation similarity between the title
of the document and the sentence and the semantic representation similarity between a sentence’s
cluster center and the sentence. The author described a formula to calculate the sentence score as
its objective function. Zhao et al. [16] presented a Variational Neural Decoder text summarization
approach (VND). This method presented a series of implicit variables by integrating the modified AE
and the modified RNN to be utilized in capturing the complicated semantic representation at every
decoding stage. It involved a variational RNN layer and a standard RNN layer. These two network
layers produced a random hidden state and a deterministic hidden state. The author used two such
RNN layers to establish the dependency between the implicit variables and the adjacent time steps.
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3 The Proposed Text Summarization Model

In this article, a new ALTS-MLODL technique has been introduced as an effectual text summa-
rization process. The presented ALTS-MLODL technique aims to summarize the text documents in
the English language. Fig. 1 depicts the working process of the ALTS-MLODL approach.

Figure 1: Working process of the ALTS-MLODL approach

3.1 Pre-Processing and Feature Extraction
At first, the proposed ALTS-MLODL technique pre-processes the input documents and primarily

extracts a set of features. The basic concept of the proposed model is to create an input text document
so it can be processed in multiple phases [17]. It transmits the input document since it contains
important data. The presented method involves the following pre-processing sequencing functions:
stemming process, letter normalization, tokenization and the removal of stop-words. During the
feature extraction procedure, the sentences of special significance or importance are chosen in the
group of features with a coherent summary to demonstrate the main issue of the offered documents.
The pre-processed input document is represented as a vector of features. It contains elements that
are employed to signify the summarized sentences. In this study, 15 features were extracted in total.
All the features provide a disparate value. The maximum score values indicate a lesser occurrence of
the features, whereas the minimal values correspond to a higher occurrence of the features from the
sentence. To extract a summary, every sentence is ordered based on the score of words from all the
sentences.

With the help of distinct features such as the term cue words, frequency and phrase, and the
lexical measure, the words are identified by the scores. At this point, the pre-processed input document
is represented as a vector of features. These elements are employed to signify the summary of the
sentences described from F1 to F14.
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3.2 Feature Selection Using MLO Algorithm
In this stage, the MLO algorithm is used to select the extracted features effectively. MLO is

a population-based optimization technique that randomly produces a specific number of potential
solutions for optimization problems [18]. Then, the MLO approach upgrades the presented solution
through the iteration method. After the repetitions, the MLO method offers an appropriate quasi-
optimum solution. The major concept used in guiding and updating the population is that a new
member is utilized as the population leader and is generated by blending the optimal members of the
population using an arbitrary member.

The population of the MLO approach is described as a matrix named ‘population matrix’ as given
below.

X =

⎡
⎢⎢⎢⎢⎢⎣

X1

...
Xi

...
XN

⎤
⎥⎥⎥⎥⎥⎦

N×m

=

⎡
⎢⎢⎢⎢⎢⎣

x1,1 . . . x1,d . . . x1,m

...
. . .

...
. . .

...
xi,1 . . . xi,d . . . xi,m

...
. . .

...
. . .

...
xN,1 . . . xN,d . . . xN,m

⎤
⎥⎥⎥⎥⎥⎦

N×m

(1)

In Eq. (1), X denotes the population, Xi indicates the i-th population member, N shows the number
of population members, m indicates the number of problem parameters, xi,d indicates the value of the
d-th problem parameter that is recommended by the i-th population member.

All the members of the population matrix are considered viable solutions for the set value of
the problem variable. Consequently, a value is attained for the objective function based on the values
indicated by all the members of the problem parameter, which is shown below.

F =

⎡
⎢⎢⎢⎢⎢⎣

F1

...
Fi

...
FN

⎤
⎥⎥⎥⎥⎥⎦

N×1

=

⎡
⎢⎢⎢⎢⎢⎣

F1 (X1)
...

Fi (Xi)
...

FN (XN)

⎤
⎥⎥⎥⎥⎥⎦

N×1

(2)

In Eq. (2), F refers to an objective function vector, and Fi indicates an objective function value for
the i-th population member.

During all the iterations, the population member that provides the optimal value for the objective
function is regarded as the optimum population member. An arbitrary member is produced as given
below as a possible solution.

xR
d = xlo

d + r × (
xhi

d − xlo
d

)
(3)

In Eq. (3), xR
d refers to the d-th dimension of an arbitrary member, xlo

d denotes the lower limit of
the d-th problem parameter, xhi

d shows the upper limit of the d-th problem parameter, and r indicates
an arbitrary value within [0, 1]. In all the iterations, the optimum member is upgraded after which
a random value is generated. Then, the mixed leader of the population is upgraded based on two
members, as given below.

xML
d = (1 − IM) × xbest

d + IM × xR
d (4)
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IM =
{(

1 − t
T

)
, t < T

2

0, otherwise
(5)

Now, xML
d refers to the d-th dimension of a mixed leader, IM indicates the mixed index, xbest

d denotes
the d-th dimension of the optimum member, T shows the iteration counter, and T indicates the
maximal number of iterations.

The population matrix, upgraded in the MLO, is inspired by the mixed leader of the population,
as given below.

dxi,d =
{

r × (
xML

d − xi,d

)
, FML < Fi

r × (
xi,d − xML

d

)
, else

(6)

xnew
i,d = xi,d + dxi,d (7)

Xi =
{

X new
i , Fnew

i < Fi

Xi, else
(8)

Now, dxi,d indicates the displacement value for the i-th population member in the d-th dimension,
FML denotes the objective function value of the mixed leader, xnew

i,d denotes the d-th dimension of the
newly-recommended location for the i-th population member, and Fnew

i indicates the objective function
value for the newly-recommended location of the i-th population member.

3.3 Text Summarization Using Optimal CRNN Model
For the text summarization process, the WOA approach is exploited in this study with the CRNN

model. CRNN is a deep-cascaded network that contains a front-end network to extract the word
mappings [19], a back-end network to exploit the deep semantic contexts and a CNN to extract the
CNN features. Fig. 2 demonstrates the infrastructure of the CRNN method.

Figure 2: Structure of the CRNN approach
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Like Google NIC, the front-end network adapts the encoder-decoder structure to extract the
visual language interaction approach from the forward direction. The suggested method contains the
output layers, the word input layers, the dense embedding layers and the recurrent layers. To learn the
word mappings efficiently, the authors directly optimized the amount of probability for an accurate
representation as determined in (9) through stochastic gradient descent.

log p (w|I) =
∑N

t=0
log p (wt|I , w0, . . . ., wt−1) (9)

In Eq. (9), I represent a CNN feature, and w0:t−1 denotes the past textual context. wt indicates the
predicted word, w shows an accurate representation and N represents the length of the sentence.

In the case of a front-end network, two incorporated layers are employed to implement a one-
hot vocabulary into a dense-word expression. This might enhance the semantic meaning of the words.
Furthermore, an SGRU is also designed to map the deep words.

The SGRU approach generates all the recurrent units to capture the dependency of the distinct
time scales adoptively. It contains two hidden states with a gating unit to modulate the data flow inside
the unit instead of employing individual memory cells. The activation ht of every gate at time t is a linear
integration of the candidate activation h′

t and the preceding activation ht−1 as given below.

ht = (1 − zt) ht−1 + zth
′
t (10)

In Eq. (10), zt represents the way the content is updated by the unit, which is determined as follows.

zt = σ (WZ · xt + UZht−1) (11)

In Eq. (11), σ denotes the sigmoid function, and xt corresponds to the input unit. The h′
t candidate

activation is formulated as follows.

h
′
t = tan h (W · xt + U (rt � ht−1)) (12)

rt indicates a set of reset gates and � denotes the element-wise multiplication. rt reset gate is
calculated based on the update gate as follows

rt = σ (Wr · xt + Urht−1) (13)

In Eq. (13), WZ, Wr, W , UZ, Ur, U denote the project matrices that map distinct parts into respec-
tive feature spaces. The activation of the SGRU model is executed by the softmax layer to obtain a
likelihood distribution of the following words.

For optimal fine-tuning of the hyperparameter values, the WOA method is utilized. WOA is a
recent metaheuristic approach that is stimulated by the social behaviours of humpback whales [20].
This approach starts with the arbitrary generation of a set of N solutions ‘TH’ that signifies the solution
for the provided problem. Next, for all the solutions THi, i = 1, 2, . . . , N, the objective function is
calculated, and the optimum solution is defined as TH∗. Then, all the solutions are upgraded via the
bubble-net algorithm or the encircling algorithm. In the bubble-net algorithm, the existing solution
THi is upgraded through the shrinking-encircling algorithm, where the value of a gets reduced as
follows:

a = a − a
g

gmax

. (14)
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In Eq. (14), g and gmax denote the existing iteration and the maximal amount of iterations
correspondingly. Further, the solution THi gets upgraded through the encircling method as follows.

THi (g + 1) = THi (g) − A � D, A = 2a � r1 − a, (15)

D = |C � TH∗ (g) − THi (g)| , B = 2r2, (16)

Here, D denotes the distance between TH∗ and THi during the g-th iteration. r1 and r2 denote
the arbitrary numbers and � denote the element-wise multiplication. Furthermore, the value of a gets
reduced between [2, 0] with an increasing number of iterations.

The solution THi gets upgraded based on the spiral method, which in turn stimulates the helix-
shaped movement around TH∗ as follows.

THi (g + 1) = D′ � ebl � cos (2π l) + THi (g) , D′ = |TH∗ (g) − THi (g)| , (17)

In Eq. (17), l ∈ [−1, 1] and b indicate the random variable and the constant values utilized for
determining the shape of the logarithmic spiral.

Furthermore, the solution in the WOA gets upgraded based on the spiral-shaped path and
shrinking path as follows.

THi (g + 1) =
{

TH∗ (g) − A � D if r3 ≥ 0.5
D

′�
ebl � cos (2π l) + THi (g) otherwise

(18)

In Eq. (18), r3 ∈ [0, 1] characterizes the probability of switching amid the shrinking- and spiral-
shaped path algorithms.

Also, the whales’ search on the TH∗ through a random solution, THr is given below.

THi (g + 1) = THr − A � D, D′ = |THr (g) − THi (g)| (19)

The procedure of upgrading the solution is executed based on a, A, C, and r3. The existing solution
THi is upgraded as follows. If r3 ≥ 0.5, it is upgraded by the Eqs. (17) and (18), if |A| < 1 or if |A| ≥ 1.
The procedure of upgrading the solution is repeated until the ending condition is met.

4 Results and Discussion

In this section, the text summarization results of the proposed ALTS-MLODL model are exam-
ined under two aspects such as single-document summarization and multi-document summarization.
The proposed model is simulated using Python 3.6.5 tool on PC i5-8600 k, GeForce 1050Ti 4 GB, 16
GB RAM, 250 GB SSD, and 1 TB HDD. The parameter settings are given as follows: learning rate:
0.01, dropout: 0.5, batch size: 5, epoch count: 50, and activation: ReLU.

Table 1 provides the detailed summarization results of the proposed ALTS-MLODL model
under varying file sizes on single-document summarization [17]. Fig. 3 portrays the comparative
sensy inspection results achieved by the proposed ALTS-MLODL model on a single-document
summarization process. The figure implies that the proposed ALTS-MLODL model accomplished an
improved summarization result under all types of file sizes. For instance, with a file size of 1,000 Kb, the
ALTS-MLODL model produced an increased sensy of 85.74%, whereas the DL-MNN, ANN, KELM
and ELM models achieved low sensy values such as 82.88%, 81.14%, 79.93% and 78.46% respectively.
Meanwhile, with a file size of 5,000 Kb, the ALTS-MLODL model gained an improved sensy of 98.44%,
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whereas the DL-MNN, ANN, KELM and ELM models achieved the least sensy values such as 95.20%,
94.04%, 92.96% and 91.88% respectively.

Fig. 4 depicts the detailed specy analysis results of the proposed ALTS-MLODL approach on
the single-document summarization process. The figure denotes that the proposed ALTS-MLODL
method achieved enhanced summarization results under all types of file sizes. For example, with a
file size of 1,000 Kb, the ALTS-MLODL method produced an increased specy of 85.39%, whereas the
DL-MNN, ANN, KELM and ELM model reached low specy values such as 82.49%, 80.11%, 78.84%
and 77.66% correspondingly. With a file size of 5,000 Kb, the proposed ALTS-MLODL technique
achieved an improved specy of 95.01%, whereas the DL-MNN, ANN, KELM and ELM approaches
accomplished low specy values such as 92.48%, 90.32%, 88% and 86.22% correspondingly.

Table 1: Analytical results of the ALTS-MLODL approach on the single-document summarization
process under distinct file sizes

Single document

File size (Kb) ALTS-MLODL DL-MNN model ANN model KELM model ELM model

Sensitivity
1000 85.74 82.88 81.14 79.93 78.46
2000 90.02 86.57 84.11 83.01 80.71
3000 92.46 89.94 88.93 87.32 84.85
4000 96.75 93.39 91.68 89.94 88.81
5000 98.44 95.20 94.04 92.96 91.88
Specificity
1000 85.39 82.49 80.11 78.84 77.66
2000 88.23 84.75 82.53 81.28 78.93
3000 91.32 88.19 85.83 84.78 83.30
4000 93.84 91.33 90.29 88.63 87.35
5000 95.01 92.48 90.32 88.00 86.22
Accuracy
1000 87.23 83.83 81.78 79.36 77.92
2000 89.94 87.16 84.66 83.45 81.29
3000 92.26 89.52 88.00 86.48 84.52
4000 95.25 91.67 89.33 87.72 86.01
5000 97.67 94.23 91.80 89.69 88.38
F-score
1000 87.21 83.71 82.17 80.82 79.33
2000 89.16 86.48 84.51 83.17 81.86
3000 91.33 88.65 87.58 86.13 84.72
4000 94.96 92.30 91.21 89.00 87.22
5000 96.76 94.22 92.54 91.04 89.66
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Figure 3: Sensy analysis results of the ALTS-MLODL approach on the single-document summarization
process

Figure 4: Specy analysis results of the ALTS-MLODL approach on the single-document summariza-
tion process

Fig. 5 shows the comparative accuy analysis results accomplished by the proposed ALTS-MLODL
approach to the single-document summarization process. The figure infers that the ALTS-MLODL
method exhibited improved summarization results under all types of file sizes. For example, with a
file size of 1,000 Kb, the proposed ALTS-MLODL technique produced an increased accuy of 87.23%,
whereas the DL-MNN, ANN, KELM and ELM algorithm attained the least accuy values such as
83.83%, 81.78%, 79.36% and 77.92% correspondingly. In the meantime, with a file size of 5,000 Kb, the
proposed ALTS-MLODL approach acquired an improved accuy of 97.67%, whereas the DL-MNN,
ANN, KELM and ELM approach portrayed the least accuy values such as 94.23%, 91.80%, 89.69%
and 88.38% correspondingly.
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Figure 5: Accuy analysis results of the ALTS-MLODL approach on the single-document summariza-
tion process

Fig. 6 represents the comparative Fscore review results achieved by the proposed ALTS-MLODL
method on the single-document summarization process. The figure denotes that the ALTS-MLODL
model established improved summarization results under all types of file sizes. For example, with a
file size of 1,000 Kb, the proposed ALTS-MLODL algorithm produced an increased Fscore of 87.21%
whereas the DL-MNN, ANN, KELM and ELM model accomplished the least Fscore values such as
83.71%, 82.17%, 80.82% and 79.33% correspondingly. Simultaneously, with a file size of 5,000 Kb,
the proposed ALTS-MLODL approach reached an improved sensy of 96.76% whereas the DL-MNN,
ANN, KELM and ELM methodology achieved the least Fscore values at 94.22%, 92.54%, 91.04% and
89.66% correspondingly.

Figure 6: Fscore analysis results of the ALTS-MLODL approach on the single-document summarization
process

Both Training Accuracy (TRA) and Validation Accuracy (VLA) values, acquired by the proposed
ALTS-MLODL methodology under a single-document summarization process, are shown in Fig. 7.
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The experimental outcomes denote that the ALTS-MLODL approach attained the maximal TRA and
VLA values whereas the VLA values were higher than the TRA values.

Figure 7: TRA and VLA analyses results of the ALTS-MLODL approach on the single document
summarization process

Both Training Loss (TRL) and Validation Loss (VLL) values, gained by the proposed ALTS-
MLODL technique under a single-document summarization process, are displayed in Fig. 8. The
experimental outcomes infer that the ALTS-MLODL approach displayed the least TRL and VLL
values whereas the VLL values were lesser than the TRL values.

Figure 8: TRL and VLL analyses results of the ALTS-MLODL approach on the single-document
summarization process
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Table 2 offers the comprehensive summarization outcomes of the ALTS-MLODL algorithm
under varying file sizes on the multi-document summarization process. Fig. 9 represents the detailed
sensy examination outcomes achieved by the proposed ALTS-MLODL algorithm on the multi-
document summarization process. The figure denotes that the proposed ALTS-MLODL approach
established improved summarization results under all types of file sizes. For example, with a file size
of 1,000 Kb, the proposed ALTS-MLODL method produced an increased sensy of 86.44% whereas
the DL-MNN, ANN, KELM and the ELM method produced the least sensy of 83.27%, 81.39%,
79.72% and 77.83% correspondingly. In parallel, with a file size of 5,000 Kb, the proposed ALTS-
MLODL approach obtained an improved sensy of 96.87% whereas the DL-MNN, ANN, KELM
and ELM algorithms achieved the least sensy values such as 93.46%, 92.13%, 89.80% and 88.65%
correspondingly.

Table 2: Analytical results of the ALTS-MLODL approach on the multi-document summarization
process under distinct file sizes

Multi-document

File size (Kb) ALTS-MLODL DL-MNN model ANN model KELM model ELM model

Sensitivity
1000 86.44 83.27 81.39 79.72 77.83
2000 88.78 85.86 84.27 82.47 80.03
3000 91.59 88.63 86.26 84.54 82.37
4000 94.49 91.40 89.37 87.99 86.69
5000 96.87 93.46 92.13 89.80 88.65
Specificity
1000 86.20 83.24 81.96 80.05 77.84
2000 87.07 84.42 82.28 80.13 78.85
3000 88.47 85.86 84.41 82.03 80.96
4000 89.46 86.92 84.72 83.68 81.78
5000 95.30 89.50 87.53 85.70 83.27
Accuracy
1000 86.36 83.69 82.63 81.36 79.66
2000 90.61 87.45 85.92 84.11 82.97
3000 94.15 90.94 88.47 87.02 84.81
4000 95.80 92.24 90.24 88.53 86.48
5000 97.50 95.71 93.43 91.39 90.22
F-score
1000 87.30 83.97 81.55 79.47 76.98
2000 89.90 87.05 85.64 84.02 82.46
3000 92.89 90.17 88.60 86.49 84.25
4000 96.26 93.43 91.17 89.40 88.06
5000 97.99 96.98 95.03 93.92 92.62
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Figure 9: Sensy analysis results of the ALTS-MLODL approach on the multi-document summarization
process

Fig. 10 describes the comparative specy analysis results of the proposed ALTS-MLODL method-
ology on the multi-document summarization process. The figure implies that the proposed ALTS-
MLODL approach exhibited improved summarization results under all types of file sizes. For example,
with a file size of 1,000 Kb, the ALTS-MLODL technique achieved a maximum specy of 86.20%
whereas the DL-MNN, ANN, KELM and the ELM algorithm reached the least specy values such
as 83.24%, 81.96%, 80.05% and 77.84% correspondingly. In the meantime, with a file size of 5,000
Kb, the ALTS-MLODL methodology acquired an improved specy of 95.30% whereas the DL-MNN,
ANN, KELM and ELM approach achieved the least specy values such as 89.50%, 87.53%, 85.70% and
83.27% correspondingly.

Figure 10: Specy analysis results of the ALTS-MLODL approach on the multi-document summariza-
tion process
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Fig. 11 portrays the comprehensive accuy analysis outcomes of the ALTS-MLODL method on
the multi-document summarization process. The figure indicates that the ALTS-MLODL method
established improved summarization results under all types of file sizes. For example, with a file
size of 1,000 Kb, the proposed ALTS-MLODL approach produced an increased accuy of 86.36%
whereas the DL-MNN, ANN, KELM and ELM techniques reached the minimum accuy values such
as 83.69%, 82.63%, 81.36% and 79.66% correspondingly. In parallel, with a file size of 5,000 Kb,
the proposed ALTS-MLODL method attained an improved accuy of 95.30% whereas the DL-MNN,
ANN, KELM and ELM model achieved low accuy values such as 89.50%, 87.53%, 85.70%, and 83.27%
correspondingly.

Figure 11: Accuy analysis results of the ALTS-MLODL approach on the multi-document summariza-
tion process

Fig. 12 showcases the detailed Fscore analysis outcomes achieved by the proposed ALTS-MLODL
methodology on the multi-document summarization process. The figure implies that the ALTS-
MLODL approach exhibited improved summarization results under all types of file sizes. For example,
with a file size of 1,000 Kb, the ALTS-MLODL model resulted in an increased Fscore of 87.30% whereas
the DL-MNN, ANN, KELM and ELM approach achieved the least Fscore values such as 83.97%,
81.55%, 79.47% and 76.98% correspondingly. Meanwhile, with a file size of 5,000 Kb, the proposed
ALTS-MLODL algorithm gained an improved sensy of 97.99% whereas the DL-MNN, ANN, KELM
and ELM models accomplished the least Fscore values such as 96.98%, 95.03%, 93.92% and 92.62%
correspondingly. These results infer that the proposed ALTS-MLODL model achieved enhanced
summarization outcomes than the existing summarization approaches.
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Figure 12: Fscore analysis results of the ALTS-MLODL approach on the multi-document summarization
process

5 Conclusion

In this article, a new ALTS-MLODL technique has been developed for an effectual text summa-
rization outcome. The presented ALTS-MLODL technique aims to summarize the text documents
in the English language. To accomplish the objective, the proposed ALTS-MLODL technique pre-
processes the input documents and primarily extracts a set of features. Next, the MLO algorithm
is used for the effectual selection of the extracted features. For the text summarization process, the
CRNN model is exploited with WOA as a hyperparameter optimizer. The exploitation of the MLO-
based feature selection and the WOA-based hyperparameter tuning enhanced the summarization
results. To exhibit the superior performance of the proposed ALTS-MLODL technique, numerous
simulation analyses were conducted. The experimental results signify the superiority of the proposed
ALTS-MLODL technique over other approaches. In the future, hybrid DL models can be utilized for
ATS and image captioning processes.
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