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Abstract: The massive increase in the volume of data generated by individuals on
social media microblog platforms such as Twitter and Reddit every day offers
researchers unique opportunities to analyze financial markets from new perspec-
tives. The meme stock mania of 2021 brought together stock traders and investors
that were also active on social media. This mania was in good part driven by retail
investors’ discussions on investment strategies that occurred on social media plat-
forms such as Reddit during the COVID-19 lockdowns. The stock trades by these
retail investors were then executed using services like Robinhood. In this paper,
machine learning models are used to try and predict the stock price movements of
two meme stocks: GameStop ($GME) and AMC Entertainment (SAMC). Two
sentiment metrics of the daily social media discussions about these stocks on Red-
dit are generated and used together with 85 other fundamental and technical indi-
cators as the feature set for the machine learning models. It is demonstrated that
through the use of a carefully chosen mix of a meme stock’s fundamental indica-
tors, technical indicators, and social media sentiment scores, it is possible to pre-
dict the stocks’ next-day closing prices. Also, using an anomaly detection model,
and the daily Reddit discussions about a meme stock, it was possible to identify
potential market manipulators.

Keywords: Machine learning; deep learning; anomaly detection; Reddit;
r/walstreetbets; meme stocks

1 Introduction

Stock market trading activities generate massive amounts of data, and when combined with the
increasing use of the Internet especially on social media microblog platforms as a source of information
for investors, massive amounts of data are generated that can be used to analyze financial markets from
new perspectives. Investor sentiments expressed in social media are particularly useful in trying to
understand movements in financial markets. The case of GameStop and AMC Entertainment stocks is
particularly interesting because of the unusual stock price movements that occurred around January
2021 and were widely reported [1-3]. Machine learning (ML) models are used to try and predict the
stock price movements of these two meme stocks by analyzing their social media sentiments on Reddit
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together with stock price history and 85 fundamental and technical indicators as the feature set for the
machine learning models. Anomaly detection is also used to analyze the behavior of these stocks.

Prior to the advent of the applications of statistical, econometric, and machine learning models to stock
market prediction, researchers operated under the premise of the Efficient Market Hypothesis (EMH) posited
by Fama [4]. EMH proposes that it is impossible to gain an advantage in an efficient market since securities
reflect all available information at any given time. Therefore, utilizing historical information about securities
to try and predict the future prices and behaviors of securities is impossible because the market already
factors such information into the prices. This leads to the belief that the current price of a security is an
acceptable estimate of its intrinsic value. In recent years, many researchers have proposed various
machine learning and deep learning algorithms that have demonstrated the predictive power of such
methods on stock market securities and thus counter the EMH [5—12].

An unusual stock price movement behavior of SGME and $AMC occurred between January 1, 2020,
and July 31, 2021, which attracted the interest of US lawmakers. Can machine learning be used to
explain and predict this behavior using social media data, stock price, fundamental indicators, and
technical indicators? Can machine learning identify potential market manipulators using social media
data, stock price, fundamental indicators, and technical indicators? This study proposes ensemble
methods for predicting stock price movement using a large feature set as discussed in Section 3.

The main contributions of this paper are as follows:

e The application of a large feature set that includes social media sentiments, stock price, technical
indicators, and fundamental indicators to predict stock price movement. This is innovative because
other researchers use smaller feature sets as explained at the beginning of Section 2.

e The application of a large feature set that includes social media sentiments, stock price, technical
indicators, and fundamental indicators to identify market manipulators. This is innovative because
other researchers use smaller feature sets as explained at the beginning of Section 2.

e Extreme negative correlation was found amongst fundamental stock indicators, such as the price-to-
book ratio with the closing price.

e Strong positive relationships between the sentiment features and the closing price which has not been
reported in the literature

While this work provides some insightful results, it does have some limitations. The work used social
media data harvested from Reddit. Collecting and aggregating social media data from other platforms such as
StockTwits and Twitter; although involving a lot more work and taking longer, would have been more
representative of social media conversations. Additionally, the research work used only two stocks that
exhibited unusual activity between January 1, 2020, and July 31, 2021, that also attracted the attention of
lawmakers in the U.S. It is quite likely that there were other stocks that exhibited unusual behavior in the
same period and identifying them and including them in this research would have provided additional
insight. Despite these limitations, a key strength of the approach used in this research was the use of
social media sentiments, stock price history, as well as 85 fundamental and technical indicators as the
feature set for the machine learning models to predict price movement behavior. Most researchers use a
feature set with fewer features as explained in Section 2.2.

The rest of this paper is organized as follows. In Section 2 a review of the literature relevant to the work
in this paper is presented. Section 3 describes the research methodology that was used in this work. The
experimental results are presented and discussed in Section 4. Finally, Section 5 concludes the paper.
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2 Related Work

A review of some approaches that have been applied to stock price movement prediction by different
researchers is presented. The review includes work on ensemble, deep learning, sentiment analysis, and
anomaly detection approaches. It should be noted that these are different approaches that researchers have
been using to predict stock price movement using a combination of features that may include social
media data, price history, technical indicators, and/or fundamental indicators. The majority of studies in
literature follow one of the following approaches for feature engineering: (1) price history only, (2) price
history and fundamental indicators, (3) price history and technical indicators, or (4) price history,
fundamental indicators, and technical indicators. Across the four different approaches described below,
the results using each approach are discussed, but comparing the results across the different approaches
would be misleading because they use different feature sets. For this reason, a table is not provided
comparing results obtained in this research work and other research results. Also, the focus of this
research was to study the unusual price movement behavior that occurred with $§GME and $AMC stocks
as stated earlier. Most studies attempt to predict stock price movement under ‘normal’ market conditions
using the approaches discussed in the sections below. The research work presented in this paper applies
the techniques in Sections 2.1, 2.3, and 2.4.

2.1 Ensemble Methods in Stock Prediction

Ensemble ML models have become popular due to the superiority of their intrinsic structure in which
assorted ML models are combined to achieve better performance than a single ML model. The study by
Ballings et al. [6], compares the performance of several classification ensemble methods for predicting
the movement of many publicly listed European companies. They use a large feature set consisting of
company fundamental indicators and economic information as predictors. The results of this study show
that the Random Forest algorithm outperformed peer machine learning algorithms; with the Support
Vector Machines (SVM), Kernel Factory, and AdaBoost algorithms following behind, respectively.
Ampomah et al. [7] have used tree-based ensemble ML methods in an attempt to predict stock price
movement direction for eight different stocks. The tree-based ensemble methods used are Random Forest,
XGBoost, AdaBoost, a basic Bagging Classifier, Extra-Trees, and a basic Voting Classifier. The results of
that study contradict the results of the work by Ballings et al. [6], where the Kendall W test results using
the AUC (area under the curve) metric show the Random Forest classifier performing poorly, just above
the bagging classifier, while the Extra-Trees algorithm is the best performer.

These results are certainly interesting as they reflect the popular feature extraction methods outlined in
each study. In [6] the feature set is comprised of fundamental indicators while in [7] the feature set consists of
various technical indicators as well as the price history. Fundamental indicators data pertaining to a company
includes information about the company’s intrinsic value based on economic variables, such as the business
model, company management, the balance sheet, cash flow, income statements, etc. By contrast, technical
indicators data makes use of the company’s stock price history to develop statistical indicators with the
intent of analyzing trends and patterns. The work of Bhardwaj et al. [8] compares Logistic Regression,
Random Forest, K-NN, and statistical ARIMA to analyze the prediction power using only the price
history of the specified securities in which the training data contains the open, high, low, close, and
volume values. Logistic Regression outperformed the other models, with Random Forest coming in
second place. However, Random Forests have proven to have good predictive power in many
experiments as discussed in [6, 8—10], and it was for this reason that the Random Forest algorithm was
adopted as the baseline algorithm for comparison in this study.

Based on the varying outcomes of research studies presented in [6—10] with respect to the Random
Forest algorithm, it can be inferred that feature extraction and engineering are of high importance.
Tanaka-Yamawaki et al. [11] found that as the number of technical indicators used as predictors
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increased, the prediction results improved accordingly. This effectively led the researchers to conclude that
the combination of technical indicators can improve the prediction power of a model. However, this is not a
one-size-fits-all solution, as the structure of the technical indicators combination itself is of great importance.
The studies by Khaidem et al. [9] and Dey et al. [12] where the researchers apply two different machine
learning algorithms based on two different concepts (bagging and boosting) show that feature engineering
improves performance. Their methods of feature engineering and preprocessing are identical as are the
results. The studies described in [9,11], are identical in every aspect except for the machine learning
algorithms used. Both studies apply exponential smoothing to the dataset, and thereafter they extract
identical technical indicators before testing for linear separability. The accuracy, precision, recall, and
specificity of each proposed model are noted. However, in this study, the XGBoost algorithm outperforms
the Random Forest algorithm, and this may be attributed to the underlying structure of the algorithm.

2.2 Deep Learning Approaches

Deep learning has also become prominent in the financial domain with the most popular method applied
being Recurrent Neural Networks (RNNs). Chen et al. [13] and Roondiwala et al. [14] apply the popular
Long Short-Term Memory (LSTM) model to the Chinese stock markets and the NIFTY 50 Index to
evaluate the predictive power using only price history. The evaluation metrics applied are not the same,
and the performances cannot be compared directly. The study by Dingli et al. [15] takes on a different
approach, shifting away from RNNs and instead evaluating the performance of a Convolutional Neural
Network (CNN). It is worth noting that the features set in this study is certainly unique compared to the
others reported in the literature in the same domain. Dingli et al. [15] make use of price history and
technical indicators as well as external indicators such as foreign currency exchange rates, global stock
market indices, and the price of popular commodities, such as oil and gold. Nevertheless, when compared
to a basic multilayer perceptron (MLP) model, the proposed CNN fails to achieve better, or even similar,
results.

The work discussed by Selvin et al. [16] can be considered to be the deep learning equivalent of the work
discussed by Ballings et al. [6]. Selvin et al. [16] compare the following models: ARIMA, LSTM, RNN, and
CNN using data from three publicly traded companies on the NIFTY 50 Index. This approach differs from
[15] in that these researchers apply a sliding window approach to the CNN to optimize its performance.
Consequently, the proposed CNN outperforms its peers with Selvin et al. [16] attributing the superior
performance to the use of the sliding window technique. The researchers expressed the view that CNN
did not depend on past information but only on information that was within the current window, allowing
the model to ‘understand’ patterns in the data. Whereas the RNN and LSTM models used prior
information and therefore failed to recognize dynamic changes in the data.

Echo-State Networks (ESNs) are a popular type of RNNs that are mostly applied in time-series analysis.
Therefore, they have been shown to perform well when analyzing time-series data in the financial domain
[17,18]. The research described by Dan et al. [19] aims to address the inherent randomness of ESN
reservoirs by proposing a deterministic approach in which the reservoirs follow a fixed topology and
compare the performance against a standard ESN. The resulting outcome supports the hypothesis that
deterministic ESNs outperform standard ESNs, with the deterministic ESNs improving the prediction
accuracy by as much as 23%. Nevertheless, the researchers convey that the proposed models indicate
forecasting instability, but the deterministic models increase stability by up to 52%. Tanaka-Yamawaki
et al. [11] apply principal component analysis (PCA) to evaluate the impact on ESN forecasting
performance and find that PCA improves the performance on 10/16 of the worst performing models as
well as the prediction accuracy of 325/491 publicly traded companies.
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2.3 Sentiment Analysis

Another area of importance surrounding forecasting and predicting stock price movement as well as
analyzing contributing factors is sentiment analysis. Mitchell et al. [20] studied the impact that financial
news has on publicly traded securities on the DJIA and found that news stories, specifically the amount
released within a given time, and market activity have a direct relationship and share common day-of-the-
week patterns. To further support this research, Pagolu et al. [21] analyze specific keyword tweets and
their relationship with the corresponding stock and find that the general public sentiment reflects well on
the respective price. Khedr et al. [22] build a sentiment analyzer using n-gram, TF-IDF, and a Naive
Bayes classifier to analyze the investor sentiment of financial news. The sentiment analyzer classifies the
news as positive or negative, and the results are then joined to a numeric feature set extracted from price
history. The features are joined by date and are used to train a KNN algorithm to predict whether the
price of a stock would rise or fall.

The results of this study show that using simple sentiment analysis yields 59% accuracy but combining
the feature sets yields 89% accuracy, supporting the hypothesis that public sentiment shares a relationship
with stock price movement. The research work discussed by Xu et al. [23] focused on using StockTwits
to analyze investor sentiment and predict stock price movement over a 25-hour period. Sixteen stock
tickers are selected and following preprocessing methods, features are fed to three classification
algorithms: Naive Bayes, Decision Trees, and Support Vector Machines. The predictive power is
unimpressive at about 59%, but the correlation results support the hypothesis that investor sentiment is
important in stock price prediction. The results show that StockTwits user activity positively correlates
with the next day’s trading volume and the after-hours (after the closing of the stock market) sentiments
have powerful prediction capability for the next day’s prices. Zhai et al. [24] combine news with price
history to predict stock price movement using SVM and show that the prediction accuracy increases
when you combine price and news features compared to each respective feature set individually. These
researchers took it a step further by conducting a market simulation and further supported their findings;
when using price and news combined the net profit exceeded the individual feature sets by as much as $236.

2.4 Anomaly Detection

Anomaly detection is defined as the process of monitoring well-defined behavior patterns to identify
deviant events known as outliers or anomalies. In the domain of finance, anomaly detection holds
substantial potential for improving business processes and optimizing operations. Anomaly detection in
finance has grown in literature, prompting those in the field to survey diverse techniques, methods, and
challenges [25-27]. These studies offer a useful resource for surveying the field of anomaly detection and
its varying applications in fraud detection. Most of the methods focus on fraud detection in domains such
as insurance fraud, treatment fraud, credit card fraud, etc. There is not much literature regarding anomaly
detection applied to sub-domains of finance such as risk assessment/management, securities exchange or
the stock market, and cryptocurrency.

The stock market is no exception to fraud as there are numerous occasions in which individuals, or
groups of individuals, seek to manipulate the market for their gain. Such manipulation may manifest itself
via a diverse set of methods including insider trading, pump-and-dump schemes, spoof trading, Ponzi
schemes, etc. Anomaly detection using machine learning or deep learning, while not entirely new to the
financial domain, is still young in the application of the stock market. Nonetheless, research has shown
there is promise in this area. Ahmed et al. [25] have framed the anomaly detection problem from the
perspective of big data by seeking answers from the data. They proposed making use of historical data
for daily transactions on the Australian Security Exchange. A common problem that researchers working
in anomaly detection have is the lack of labeled data. To mitigate against this limitation, researchers in
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the field often apply unsupervised learning methods, and then compare the relative performances of their
models against one another.

3 Research Methodology

The research methodology used in the research including data collection, pre-processing, feature
engineering, and model development is described in this section.

3.1 Data Processing and Features Engineering

The financial and social media data for the SGME and $AMC tickers between January 1, 2020, and July
31, 2021, was collected for this study. This end date is chosen due to the abnormal activity that occurred
during that period in which both $§GME and $AMC experienced unusual trading volume and reached all-
time highs. First, for the financial data, the daily price history is collected using the Tiingo API, an API
that provides several stock market analysis tools [28]. To analyze the performance properly and optimize
computational complexity, the daily open, high, low, close, and volume is collected going back to
January 1, 2020. The social media data was harvested from Reddit and for each ticker, all of the
individual comments posted on Reddit that mention the ticker are collected and placed in a dataset. The
resulting two datasets each contain over 1 million rows.

Before feature engineering, the data collected requires a few pre-processing steps. The irrelevant features
present in the social media data such as total awards received, score, and others are discarded leaving only the
date the comment was posted, author, subreddit, and body of text. The social media data is not collected at a
daily frequency and therefore requires computational steps to resample at a daily frequency. Before
resampling the data, the VADER sentiment analyzer [29] is used to classify each body of text for each
row (i.e., each Reddit comment), assigning it a general public sentiment class of positive, negative, or
neutral, as well as a general public sentiment score based on the VADER compound score. Next,
resampling the general public sentiment scores at a daily frequency based on the average scores for each
day is performed. Studies have shown that combining numerous technical indicators can increase the
accuracy of prediction when applied to stock market analysis [11]. For this reason, numerous technical
indicators alongside fundamental indicators are combined in order to create a comprehensive feature set.
The feature engineering process combines features from technical indicators, fundamental indicators, and
sentiment scores yielding a dataset containing 87 features. Figs. 1 and 2 display the correlation matrix for
each ticker, where the darker the blue color, the stronger the correlation between features. It can be seen
from the heatmaps that there is a strong positive correlation between the target (close) and several
fundamental and technical indicators, as well as a few market analyst sentiment features (bullish and bearish).

3.2 Model Development

The PyCaret library in Python is used to develop the models for both prediction and anomaly detection.
The library includes a regression and anomaly detection module containing several machine learning
algorithms. Across the modules, PyCaret handles many useful workflow steps such as preprocessing,
imputation for missing data, feature selection, and more. PyCaret allows users to compare all the models
available in their regression module. This capability is used for comparing the 26 algorithms [30] and
moving forward with the top five based on the R2 score. The performance metrics used to determine the
performance of a model are MAE, MSE, RMSE, R2, RMSLE, and MAPE, similar to what is used by
other researchers in regression work [31]. The process of model development for each ticker is identical.
All the models were trained using a train:test ratio set at 80:20. Feature selection is done followed by 10-
fold cross-validation, and a time-series folding strategy; and since the data is a time-series no shuffling is



TASC, 2023, vol.36, no.3 3411

performed. The models were developed on the Amazon Web Services (AWS) platform using Amazon
SageMaker [32].
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Figure 1: Correlation heatmap for GME

4 Results and Analysis

In this section, the results of the experiments, and the analysis of the results for both the $§GME and
$AMC stocks are presented.

4.1 GME

When comparing the above models, the top five performers for the §GME data are Orthogonal Matching
Pursuit (OMP), Bayesian Ridge Regression (BRR), Ridge Regression (RR), XGBoost (XG), and Gradient
Boost (GB), respectively. As shown in Table 1, orthogonal matching pursuit outperforms its peers in the
R2 metric. However, it can be seen that Ridge Regression and Bayesian Ridge Regression outperform the
other algorithms in the RMSE, MSE, and MAE performance metrics. After comparing the models’
results, a voting regressor was constructed using the top performers. Contrary to expectations, the voting
regressor performs poorly on the test data. Table 2 shows the results of the voting regressor, and its
performance isn’t better than any of the models in Table 1.
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Table 1: Top performing models for GME

Model MAE MSE RMSE R2 RMSLE MAPE

OMP 2.563 66.544 3.741 0.893 0.054 0.046
RR 2.036 38.627 2912 0.499 0.101 0.072
BRR 1.503 16.276 2.053 0.466 0.072 0.063
XG 7.633 1112.8 14.29 0.303 0.214 0.120
GB 8.850 1211.8 15.44 0.251 0.229 0.142

Table 2: Voting regressor testing results

MAE MSE RMSE R2 RMSLE MAPE

Mean 3.146 179.8 5.919 0.798 0.072 0.057
SD 5.821 446.1 12.030 0.239 0.068 0.045
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The prediction error for SGME for this voting regressor is shown in Fig. 3, which reveals the poor
performance. To understand what contributed to the poor performance shown in Fig. 3, each model
within the voting regressor is tuned and the results are analyzed. To tune each model, the PyCaret
function, tune_model, is used which has built-in hyperparameter tuning and outputs a scoring grid with
cross-validated scores by fold [33]. The PyCaret tune model function performs 10 iterations of
hyperparameter tuning by default and optimizes the R2 parameter by default for regression experiments.
A large number of iterations require more computing resources. The number of iterations used in the
experiments was 20, and the R2 metric was selected for optimization. The tuning process starts with the
top performing model, the OMP model because it has the best R2 score, and then working through each
model. The tuned OMP model performs very poorly on test data shown in Fig. 4 when compared with
the other four and it was therefore removed from the voting regressor, leaving only four models.

Prediction Error for VotingRegressor
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Figure 3: Prediction error for GME voting regressor

The performance of the new voting regressor on the training data is shown in Table 3, and it shows an
improvement after removing the OMP model. Fig. 5 shows the prediction error on the test data before tuning
the models.

Fig. 6 shows the prediction error on the test data after tuning the models and it shows an improvement by
achieving an R2 score of 0.983 compared to 0.958 before the tuning. Table 4 shows the overall results of the
improved regressor; showing an RMSE of 4.931 and a score of 3.8403 for the MAE, and it can be inferred
that there is an even distribution of errors. After analyzing the predictions made by the model, Fig. 7 shows
how well the model performs when predicting the SGME stock. Fig. 7 shows normal behavior until January
2021 when $GME substantially grew in popularity among users on Reddit, specifically the sub-Reddit
WallStreetBets. The abnormal activity occurred as predicted by the model after that date.
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Figure 4: Prediction error for orthogonal matching pursuit

Table 3: GME voting regressor train results

MAE MSE RMSE R2 RMSLE MAPE
Mean 3.778 288.9 7.277 0.720 0.091 0.070
SD 7.206 757.4 15.36 0.241 0.088 0.053
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Figure 5: Untuned voting regressor prediction error
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Figure 6: Tuned voting regressor prediction error

Table 4: GME improved voting regressor (VR) test results
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MAE MSE RMSE R2 RMSLE MAPE
VR 3.840 24.320 4932 0.985 0.026 0.020
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4.2 AMC

The modeling process done for SGME is repeated for SAMC. The top five performers were the Huber
Regressor (HR), Lasso Regressor (LR), Elastic Net (EN), Gradient Boost Regressor (GBR), and Extra Trees
Regressor (ETR) as shown in Table 5. The top performers are quite different except for GBR which was also
a top performer with $GME. Again, the top performers are combined to create a voting regressor and apply
the resulting model to the training data. The results of this step are shown in Table 6. The results on the
training data certainly fall behind when compared to the voting regressor applied on $GME, however,
when this model is applied to the testing data, an acceptable goodness of fit can be seen. Figs. 10 and 11
show the prediction error for the voting regressor, with Fig. 9 being before tuning and Fig. 10 being after
the tuning. Although the R2 score does not compare to that of the model applied to SGME, the goodness
of fit looks good. Table 7 displays the performance metrics on the testing data and Fig. 11 shows the
performance when predicting stock price movement. It is interesting to note that the model performed
well in such an anomalous period where the behavior pattern varies drastically compared to the past.
Perhaps this can be attributed to past volatile behavior although Fig. 11 does not support this assumption.

Table 5: AMC top performers

Model MAE MSE RMSE R2 RMSLE MAPE
HR 0.049 0.013 0.071 0.927 0.015 0.013
LR 0.065 0.034 0.115 0.855 0.026 0.020
EN 0.065 0.034 0.115 0.854 0.026 0.020
GBR 0.291 0.399 0.357 —0.430 0.070 0.086
ETR 0.342 0.554 0.406 —1.031 0.078 0.104

Table 6: AMC train results

MAE MSE RMSE R2 RMSLE MAPE
Mean 0.148 0.100 0.190 0.621 0.040 0.044
SD 0.230 0.249 0.253 0.943 0.059 0.081

4.3 Anomaly Detection

The performance results of the anomaly detection approaches that were used on the datasets are
presented in this section. PyCaret’s iForest (Isolation Forest) model was applied to the dataset for each
ticker. Due to the large number of features in the dataset and the absence of feature selection in the
anomaly detection module, PCA was used to reduce the feature set.

PCA was used because it is frequently applied to reduce the feature set size during feature engineering, for
example, as explained in Section 2.2 in the work of Tanaka-Yamawaki et al. [11]. The iForest model is selected
due to its superior performance compared to other anomaly detection techniques [6,8]. The first step is to apply
iForest to the SGME dataset and create a plot to visualize the anomalies detected as shown in Fig. 8. Fig. 8 shows,
in red dots, the numerous anomalies detected after January 2021. There are points marked as anomalous before
the price run on January 28th, 2021, as well as other dates in time [34]. When cross-referencing these dates with
news articles and other resources, it is discovered that the dates identified match what happened to the stock price
movement [34]. Further investigation revealed a Reddit user who shows activity on most of the anomalous dates,
leading to the conclusion that this user could be considered a market manipulator.
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The output of the iForest model contains the original features with anomaly labels (1 and 0) as well as an
anomaly score. The anomaly detection model output is then fed into the voting regressor models that were
developed.

The prediction error and evaluation metrics for SGME show no improvement. For SAMC, a different
voting regressor than the original is applied due to the change in top performers after inputting the iForest
output. Table 7 contains the new $AMC top performers and Fig. 12 shows the anomalous dates
identified. The prediction results for SAMC using the voting regressor are shown in Table 8, and it does
not show any significant improvement in the R2 score. However, improvements are seen in the MAE and
RMSLE metrics. Nevertheless, this failure to fit the data from anomaly labels and anomaly scores leads
to the conclusion that using anomaly detection as a source for additional features for price prediction
requires further study.
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Figure 10: AMC prediction error post-tuning
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Figure 11: AMC prediction chart

To further understand the relationships between features in anomalous data, the correlation coefficient is
computed. Previously, a heatmap was created to visualize the correlation between features to identify the
importance among features and gauge what could impact price movement before prediction. In this
analysis, the correlation amongst the data identified as anomalous is inspected to further understand the
relationships between features to get a better understanding of what was causing deviant behavior. The
correlation coefficient with respect to the closing price for both tickers is computed. It is noted that in
both datasets that there are very strong positive correlations between the closing price and several
technical indicators, similar to the earlier observation. A very strong positive correlation between the
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bullish sum of users and the close price is noticed as shown in Fig. 13. Furthermore, the percent change in
bullishness in Fig. 13 very strongly negatively correlates with the close price amongst the anomalous data,
indicating a change in public sentiment for the respective ticker that results in a negative price movement.

Table 7: AMC updated top performers

Model MAE MSE RMSE R2 RMSLE MAPE
ABR 0.328 0.444 0.402 —0.585 0.076 0.096
GBR 0.313 0.474 0.379 —0.665 0.073 0.094
DTR 0.348 0.334 0.433 —0.805 0.080 0.093
EGB 0.425 0.470 0.505 —-0.914 0.094 0.114
ETR 0.374 0.584 0.448 —1.090 0.085 0.111

IFOREST AMC CLOSE

Figure 12: AMC anomaly chart

Table 8: AMC prediction results with voting regressor

MAE MSE RMSE R2 RMSLE MAPE
VR 0.305 2.961 1.721 0.516 0.129 0.033

Fig. 13 displays many very strong positive correlations, leading to the conclusion that those technical
indicators are useful in predicting anomalous data. It can also be seen that there is an extreme negative
correlation between the price-to-book ratio and numerous features including the closing price, which
could be indicative of overvaluation. Fig. 14 shows a more even correlation amongst features, with the
price-to-book ratio showing mixed correlations, yet consistent with Fig. 13 as it remains strongly
negatively correlated with the closing price. Also noted are the strong positive relationships between the
sentiment features (bullish/bearish) and the closing price as well as numerous features. Based on prior
knowledge, $GME is a widely popular topic of discussion on Reddit, and using this knowledge together
with Fig. 14 it can be inferred that sentiment drives the price in the anomalous data.
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Figure 13: AMC anomaly correlation heatmap
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Figure 14: GME anomaly correlation heatmap
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Based on this research work, it is concluded that when good features engineering is done, machine
learning models can perform well in stock price movement prediction. This work was able to identify
several relationships among features that may prove useful in future work. Suggestions for future research
include expanding the tickers used to cover a wide range of meme stocks. Additionally, collecting data
from more social media platforms such as StockTwits and Twitter could prove useful and allow for more
robust data. The social media data collected and used in this paper contains Reddit comments regarding a
specific keyword. Future research should focus on Reddit submissions to further refine the anomaly
detection process, allowing for a more accurate analysis of potential market movers and the effects of
social media sentiment on price movement. Lastly, market simulation containing gains and losses would
provide further support for research, allowing readers to interpret the monetization of stock market

prediction.
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