
Learning-Related Sentiment Detection, Classification, and Application for a
Quality Education Using Artificial Intelligence Techniques

Samah Alhazmi1,*, Shahnawaz Khan2 and Mohammad Haider Syed1

1College of Computing and Informatics, Saudi Electronic University, Riyadh, 11673, Saudi Arabia
2Country Bahrain Polytechnic, Isa Town, 33349, Bahrain

*Corresponding Author: Samah Alhazmi. Email: s.alhazmi@seu.edu.sa
Received: 24 September 2022; Accepted: 23 November 2022

Abstract: Quality education is one of the primary objectives of any nation-build-
ing strategy and is one of the seventeen Sustainable Development Goals (SDGs)
by the United Nations. To provide quality education, delivering top-quality con-
tent is not enough. However, understanding the learners’ emotions during the
learning process is equally important. However, most of this research work uses
general data accessed from Twitter or other publicly available databases. These
databases are generally not an ideal representation of the actual learning process
and the learners’ sentiments about the learning process. This research has col-
lected real data from the learners, mainly undergraduate university students of dif-
ferent regions and cultures. By analyzing the emotions of the students, appropriate
steps can be suggested to improve the quality of education they receive. In order
to understand the learning emotions, the XLNet technique is used. It investigated
the transfer learning method to adopt an efficient model for learners’ sentiment
detection and classification based on real data. An experiment on the collected
data shows that the proposed approach outperforms aspect enhanced sentiment
analysis and topic sentiment analysis in the online learning community.

Keywords: Transfer learning;AImodeling; optimization; sentiment analysis; deep
learning

1 Introduction

The evolution of technologies has made the reach of the internet to the masses. This revolution in
communication via the internet has demolished the geographical boundaries among the people. People
are adopting social media to voice their sentiments and thus great amount of sentiments can be observed
over the internet. Understanding sentiment of people is important for the stakeholders. Although this
machine learning technique has been quite successful in many situations and applications, at the same
time it still has some limitations in many real-world problems. This limitation is due to a lack abundance
of sufficient data for the training. Data collection is a tedious task as it needs a lot of time, effort, and
resources. This problem of data collection can be addressed to a certain extent by using a semi-supervised
approach. These sentiments collected can be used to train the algorithm to transfer learning [1].
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Transfer learning, on the other hand, allows for various domains, tasks, and distributions in training and
testing. The study of transfer learning is driven by the idea that humans can intelligently apply previously
acquired knowledge to solve new issues faster or more effectively. Learning to learn, life-long learning,
knowledge transfer, inductive transfer, multi-task learning, knowledge consolidation, context-sensitive
learning, knowledge-based inductive bias, meta-learning, and incremental/cumulative learning have all
been terms used to describe transfer learning research since 1995 [2]. Uncovering the common (latent)
traits that can help each particular activity is one method for multi-task learning. The multi-task learning
framework [3], which aims to learn many tasks simultaneously even when they are dissimilar, is a closely
linked learning technique to transfer learning. The discovery of shared (latent) traits that can help each
particular activity is a frequent technique for multi-task learning.

The Defense Advanced Research Projects Agency’s Information Processing Technology Office (IPTO)
issued Broad Agency Announcement (BAA) 05-29 in 2005, establishing a new mission of transfer learning,
the ability of a system to recognize and apply knowledge and skills learned in previous tasks to novel tasks.
Transfer learning, according to this definition is “the process of extracting knowledge from one or more
source tasks and applying it to a target task”. Transfer learning, unlike multi-task learning, focuses on the
target task rather than learning all of the source and target tasks at the same time. The source and target
tasks’ roles in transfer learning are no longer symmetric.

The use of the existing model to train the new model is referred to as transfer learning. The term transfer
learning was introduced by [4] as transfer of training theory and defined as “What is learned in one sphere of
activity ‘transfers’ to another sphere only when the two spares share common ‘elements’”. The proposed
approach is referred to as the ‘Connectionist’ learning theory. This establishes the relation between the
sense of impression and impulses to action. Transfer learning has been categorized into two phases
namely the training phase and the testing phase. In the testing phase, three behaviors can be observed,
and these are improvement in learning, no improvement, or deterioration in learning. The concept is well
accepted in education and learning as knowledge is formally transferred to the learners. Figs. 1 and 2
show traditional machine learning and transfer learning respectively.

To understand the term transfer learning, the following section briefly provides the taxonomy of transfer
learning approaches.

Figure 1: Traditional machine learning

Figure 2: Transfer learning
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1.1 Taxonomy of Transfer Learning Approaches

The term "transfer" refers to the effect of previous learning on the current situation. Individuals’ diverse
knowledge and emotional experiences determine the rate of learning. There are three types of transfer
learning listed in the literature, namely: positive learning, negative learning, and neutral learning. Transfer
learning has also been classified into different categories, as discussed in the section below.

1.1.1 Homogenous Transfer Learning
Authors in [5–9] present studies covering similar exchange learning arrangements. What is more, they

are isolated into subsections that relate to the exchange classifications of instance-based, highlight-based
(both topsy-turvy and symmetric), boundary-based, and social-based. The technique of homogeneous
exchange learning is straightforwardly pertinent to a significant information condition.

The papers [6,10] presented a method for homogenous transfer learning in their studies and showed that
to bridge the gap between different domains during the data distributions, a cross-domain transfer can be
considered. However, a major issue addressed in the current literature [11–13] is the domain adaptation of
homogeneous learning. As a solution to this issue, executing a common or single task across various
domains can result in reducing the accuracy because of the distribution shift.

1.1.2 Instance-Based Transfer Learning
In the instance-based approach, the data from the source domain cannot be used directly. However, some

of these data can be then utilized to learn the targeted domain. This can be done by combining some instances
from the source data domain with some of the target-labeled data and then adjusting the weight if needed. As
a result, instance-based transfer learning tends to shrink the conditional/marginal distribution difference
between (source/targeted domains) by utilizing some important samples or reweighting methods.
Therefore, the purpose of the instance-based approach is to detect the proper weights from the labeled
data in the source domain and then try to learn the source function with low expected risk when
employing the targeted domain. The main goal of this method is to find the right way to figure out the
expected risk based on the source distribution [14].

1.1.3 Asymmetric Feature-Based Transfer Learning
The research in [15] proposes a basic space variation calculation, alluded to as the element growth

strategy (FAM). In an exchange learning condition, there are situations where an element in the source
area may have an alternate significance in the outside area. The issue is alluded to as setting a highlight
predisposition, which causes the contingent disseminations between the source and target areas to appear
as something else.

1.1.4 Symmetric Feature-Based Transfer Learning
The work proposed in [5,16] proposes a component change approach for area variation called move

segment examination (TCA), which does not require named target information. The objective is to find
usual idle highlights that have the equivalent minimal appropriation over the source and target areas
while keeping up the inherent structure of the first area information. The dormant highlights are found
between the source and target areas in a recreating portion of Hilbert space, utilizing the most extreme
mean inconsistency as a negligible circulation estimation measure. When the dormant highlights are
discovered, conventional AI is used to prepare the last objective classifier. The exchange learning
strategies tried are from Blitzer and Huang. The TCA technique played out the best, followed by the
Huang approach and the Blitzer approach. The work by Pan proposes a ghastly element arrangement
(SFA) move learning calculation that finds another component portrayal for the source and target space to
determine the minor conveyance contrasts [17,18].
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1.1.5 Parameter-Based Transfer Learning
Parameter-based transfer learning links the source with the targeted domain by assuming that both

include related knowledge. In this approach, the model learns from the labeled source data–which is
called parameters–then shares these parameters with the targeted domain [19]. Thus, the prior
distributions of the parameters are shared between the source and targeted domains, which can then be
transferred to the target domain prediction function to reduce the classification errors as a result. As
addressed in many studies [14,17,19], the issue with performing parameter-based transfer learning is that
the source and target domains should be categorized well and related, as well as the number of well-
known parameters should be determined correctly in prior of training the model to achieve a significant
improvement in performance. As suggested in [14], using a multi-model knowledge transfer will help to
get good performance.

1.1.6 Relational Activated Transfer Learning
This approach tends to find the relationship among source data domains and then convey this relational

knowledge to the targeted domain. This approach is useful when the data sample is not distributed
independently and identically [14,20]. In [20], researchers propose a method for domain adaptation to
solve the text classification problem when the data in the target domain is not labeled, although a huge
amount of labeled data exists in the source domain. In their study, relational-based transfer learning is
used to learn relational knowledge based on their precise classification into predefined classes
(sentiments, topics, or neither). One of the issues of this approach [6,14,18] is to determine the suitable
relational knowledge to classify the data in the target domain and achieve high performance.

By learning linguistics, furthermore, sentence structure examples of the source, a typical example is
found between the source and target areas, which is utilized to foresee the subject words in the objective.
The feeling words go about as an average linkage or scaffold between the source and target areas. A
bipartite word chart is utilized to speak to and score the sentence structure designs. A bootstrapping
calculation is used to iteratively assemble an objective classifier from the two areas. The bootstrapping
procedure begins with characterization seeds, which are occurrences from the source that match the
designs in the objective. A cross-space classifier is then prepared with the seed data and extricated target
data (there is no objective data in the principal emphasis). The classifier is utilized to anticipate the target
marks, and the top certainty evaluated target cases are chosen to remake the bipartite word diagram. The
bipartite word chart is presently used to select new objective facts that are added to the seed list. This
bootstrapping procedure proceeds over a chosen number of cycles, and the cross-space classifier learned
in the bootstrapping process is currently accessible to anticipate target tests. This strategy is alluded to as
the Social Adaptive Bootstrapping (RAP) approach.

1.1.7 Heterogeneous Transfer Learning
Independent exchange learning is where the source and target spaces are used in various component

spaces. There are numerous applications where independent mobile learning is useful. This section covers
a variety of exchange learning applications, including image recognition, multilanguage text order, single
language text arrangement, sedate adequacy characterization, human action grouping, and programming
flaw order. Independent exchange learning is likewise legitimate material for a significant information
condition. As large data stores become more accessible, there is a desire to use this productive asset for
AI projects, avoiding the ideal and potentially costly collection of new data. On the off chance that there
is an accessible dataset drawn from a target area of intrigue that has an alternate element space from
another real dataset (additionally drawn from a similar objective space), at that point, independent
exchange learning can be used to connect the distinctions in the element spaces and construct a prescient
model for that target space. Independent exchange learning is still a relatively new field of study, with the
majority of works on the subject published in the last five years. From an elevated level view, there are
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two principal ways to deal with comprehending the differences, including space contrast. The awry change
approach is best utilized when a similar class case in the source and target can be changed without setting a
highlight inclination. Vast numbers of the different moving learning arrangements reviewed make the correct
or definite suspicion that the source and the outside area occasions are drawn from a similar space.

In this approach, the feature spaces between the source domain and the targeted domain are commonly
non-overlapping and non-equivalent. Thus, heterogeneous transfer learning needs to (1) handle the
differences in cross-domain data distribution and (2) use feature-label space transformations to bridge the
gap for knowledge transformation. As a result, this would be more challenging as there are fewer
representational commonalities among the domains. In Particular, knowledge information exists in the
source data. However, it is represented differently in the target data. The issue is how to implement the
heterogenous transfer learning model correctly to extract the knowledge information [8,10,19].

This paper addresses the issue of learners, learning emotions. In order to capture the emotions and
learning sentiments of the learners a survey was conducted among the students. Data collected was
cleaned and analyzed for the further research.

The paper is organized into five sections Section 2 will discuss the methods and in Section 3 results will
be discussed followed by a discussion of the results in Section 4 and the conclusion is in Section 5.

2 Materials and Methods

2.1 Experiment

In general, there are primarily two approaches (from the model training perspective) that can be used for
analyzing sentiments from the text. The first approach is to create a model from scratch which includes
managing and preprocessing data and lexicons. The second approach is to reuse the existing model.
While the first approach consumes a lot of time, and it may be costly to develop the labelled dataset. On
the contrary, the second approach can be faster but less accurate if the domain of the pre-trained model is
different than the one you are targeting. However, with transfer learning, this research aims to utilize the
key features of both approaches. The experiment has been designed to first extract the meaningful
features from an existing pre-trained model and then the top layers of the model are retrained to learn the
key features for the targeted domain from the data collected by the survey.

2.2 Dataset

We collected a dataset (https://forms.office.com/r/rAEKpmDw7X) through a targeted survey designed
to understand the students’ opinions and sentiments towards learning-related sentiment detection and
classification. The survey was designed to develop a sentiment database of learners’ feedback that
encompasses the primary areas related to the quality of education such as lecture and content quality,
learning environment, learning mode, assessments, etc. The collected dataset was initially manually
labelled by the students into positive and negative categories for binary polarity classification and then
reviewed and amended by the researchers. The primary reason for selecting binary polarity classification
is the minimal variety of the collected data points. Most of the collected reviews were either positive or
negative. Only a few (in single digit) reviews were either neutral or mixed. The reviews (data points)
collected through the survey also contained responses in mixed languages (Arabic and English), one-
word responses, and repeated responses (same response by multiple students). All the non-English
reviews were ruled out from the dataset. One-word responses and repeated responses were also
minimized to a single or a few instances in case of minor variation. All the reviews were further
preprocessed to clean the text from emojis, hyperlinks, etc.
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In total, 1188 data points were included in the dataset. The dataset was divided into training, validation,
and testing datasets. From the entire dataset 150 sentences were allocated for testing purpose. The remaining
data points (1038) were divided into training and validation dataset. Training dataset contained 80% of the
1038 data points and validation dataset contains the remaining 20% of 1038 datapoints. Testing dataset was
not included in the training or validation datasets and was kept as unseen dataset. Thus, the dataset contains
around 400 negative instances and almost 600 positive instances. These data points were randomly divided
into training and validation sets. As the dataset is not phenomenally imbalanced, therefore, no data balancing
technique has been used. However, the testing dataset was selected (randomly) as having almost an equal
number of instances for each class. The training dataset consists of 80% of the remaining data points and
the validation dataset contains 20% of the remaining data points. Fig. 3 illustrates the class distribution of
the combined training and validation dataset. The next section is the discussion of the implementation details.

2.3 Implementation Details

XLNet neural network model has been developed based on the Transformer-XL model [21]. XLNet
model has been pretrained to learn bidirectional contexts using autoregressive (AR) method.
Autoencoding and autoregressive modeling have been highly successful in natural language processing
modeling. Autoregressive language modeling as the name suggests estimates the probability distribution
of the text corpora using autoregressive model. AR language modeling is unidirectional and either tries to
encode in forward context or backward context. Autoencoding based pretraining (such as BERT) uses the
corrupted input to reconstruct the original data. It applies masking by replacing a portion of the tokens
during the training process to recover the original tokens from the corrupted input. XLNet combines both
the approaches and avoids the limitations of both and the produces a generalized autoregressive method.

There are many transfer learning model such as BERT, RoBERTa, XLNet etc. The reason for selecting
XLnet over the other is that it has a similar structure to BERT and uses the Transformer-XL performance
measure. The major advantage of XLNet over the BERT and RoBERTa is that it combines Auto-
aggressive and bidirectional style. XLNet outperforms BERT and is comparable to RoBERTa [22]. The
transfer learning model for the experiment was implemented on the Google Collaboratory platform using
Python 3. The platform uses the Google Compute Engine backend (GPU) with 12.68 GB of RAM and
80 GB of disk space. The XLNet, pre-trained model is used as the base transfer learning model. XLNet is
a BERT-like transfer learning model introduced by Google in 2019. The earlier transfer learning models
had an issue with capturing bidirectional context because of the auto-encoding limitation. XLNet uses

Figure 3: Class distribution of the training and validation datasets
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Permutation Language Modelling (PLM) that complements more features that overcome the earlier
limitations and can capture bidirectional context. The pre-trained XLNet network model that has been
used for this experiment is XLNet For Sequence Classification. For XLNet For Sequence Classification,
the top of the pooled output of the XLNet model has been configured with a regression/sequence
classification head. The network is optimized with the Adam optimizer algorithm with a weight decay
(usually known as AdamW) of 0.01. The base learning rate was set to 2e-5. Though several optimizers
such as RMSprop, Stochastic Descent Gradient, etc. have been tested with different values of the
hyperparameters, AdamW produced more consistent results during multiple executions. The batch size
for fine-tuning was set to 16 responses to avoid memory-related issues. XLNet requires a fixed-length
input. Therefore, the maximum length of the input was set to 128 characters. Therefore, as the input
sentences are of different lengths, padding and truncating were applied to all the inputs to get the same-
size sentences. The sentences, which were longer than 128 characters, were truncated to their maximum
length, and the remaining data from the longer sentences was discarded. The shorter sentences (shorter
than 128 characters) were padded with zeros at the ends of the sentences until all the shorter sentences
had a length equal to the maximum length. An XLNet tokenizer was used to convert all the text tokens
into a sequence of integers (input ids) utilizing the XLNet tokenizer vocabulary. For the tokens that are
followed by zeros, an attention mask of 1s was created.

The proposed approach has a training phase and a validation phase. During fine-tuning, the following
operations were performed for each pass for training and evaluation/validation:

Training Process:

� Computing the gradients in model training mode.

� Unpacking the labels and data.

� Using GPU for acceleration.

� Clearing the previous pass’ gradients. (PyTorch accumulate gradients by default, that are good in
RNNs but we need to clear them out here).

� Feed the input data to the network in a Forward pass.

� Using backpropagation in Backward pass.

� Updating network parameters with optimizer.step().

� Monitoring progress by tracking the variables.

Evolution Process:

� Computing gradients for the model in evaluation mode.

� Unpacking the labels and data.

� Using GPU for acceleration.

� Feed the input data to the network in a Forward pass.

� Using validation data for computing loss and monitoring progress by tracking the variables.

The findings of the experiments are presented in the Section 3.

3 Results

We first give the training dataset findings in this section before moving on to the test dataset assessment
results.
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3.1 Training Results

Experiments were conducted with different values of the hyperparameters and with different optimizers.
However, the network has produced the most consistent results with the AdamW optimizer algorithm with
weight decay. The training was conducted for 15 epochs. Table 1 and Fig. 4 demonstrate the training loss for
each epoch.

The batch size for fine-tuning was set to 16 responses to avoid memory-related issues. Fig. 4 illustrates
the training loss for each batch. As the training reaches its final epochs, the training loss becomes almost zero
for all the batches.

Table 2 and Fig. 5 demonstrate the validation accuracy across different epochs during the training
process. The overall accuracy for the dataset is calculated for each epoch and presented in the following
table and figure. During the initial phase of fine-tuning, a lower accuracy was achieved. However, as the
training progressed, the model achieved almost 90% accuracy, which became almost constant in the last
three epochs as shown in Figs. 5.

3.2 Evaluation of Test Results

A dataset of 150 sentences was allocated as test data. The test dataset consists of 81 instances of the
positive class and 69 instances of the negative class. Fig. 6 illustrates the class distribution of the test dataset.

Table 1: Training loss for each epoch

Epoch 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Train
loss

65.56 61.49 48.15 30.66 26.31 15.49 11.4 10.27 5.44 2.3 8.5 12.96 2.64 7.34 2.11

Figure 4: Training loss for each epoch

Table 2: Accuracy during different epochs

Epoch 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy 71.63 74.04 81.73 84.62 88.94 86.54 86.06 87.98 87.5 89.90 87.98 87.5 89.90 90.06 89.90
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4 Discussion

Several performance measures have been used to evaluate the performance of the sentiment
classification model. Therefore, as there are only two classes based on the survey data collected, a, binary
classification matrix such as Matthews’s correlation coefficient [23] can also be utilized for performance
measures. To evaluate the performance of a classification model, N × N confusion matrix is used. Where
N is the number of the target classes on the vertical axis and the predicted classes on the horizontal axis.

4.1 Confusion Matrix

Fig. 7 illustrates the confusion matrix based on the proposed test dataset. The confusion matrix
represents the number of instances that have been classified accurately and incorrectly. It illustrates the
number of instances of true positives (TP), true negatives (TN), false negatives (FN), and false positives
(FP). As it is evident from the confusion matrix, 63 of 69 negative instances have been classified
accurately in the negative class while 6 have been misclassified. For the positive class, 75 of 81 positive
sentences have been classified accurately, and the remaining 6 sentences have been misclassified. This
section evaluates and presents the various performance measures such as accuracy, precision, recall,
F1 score, and Matthews’ correlation coefficient for the developed model.

Figure 5: Accuracy during different epochs

Figure 6: Class distribution of the testing dataset
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4.2 Accuracy

Accuracy is one of the principal performance evaluation matrixes to measure the performance of
classification models. It is a measure of the total correct predictions out of the total number of predictions
(including incorrect predictions). It can be defined as:

Accuracy ¼ True Positive þ True Negative

Total Predictions
(1)

Based on the random testing data, the proposed model has yielded an accuracy of 92%.

4.3 Precision

Positive predictive value or precision measures the performance of the classification model for
accurately predicting the instances of the positive class against the total number of positive predictions.
Mathematically it is represented as:

Precision ¼ True Positive

True Positive þ False Positive
(2)

The proposed model has scored 92.59% precision for the positive class.

4.4 Recall

For binary classification, recall can also be referred to as sensitivity. Recall measures the true positive
rate and is evaluated as the ratio of the number of true positive predictions over the number of instances
of the positive class used in the testing dataset. Mathematically, recall can be represented as:

Recall ¼ True Positive

True Positive þ False Negitive
(3)

The sensitivity or recall calculated for the proposed model is 92.59%. Fig. 8 represents the precision and
recall curve of the proposed model.

Figure 7: Confusion matrix for the test dataset

3496 IASC, 2023, vol.36, no.3



4.5 F1-Score

The precision and the recall matrix primarily focus on true positives. However, it is important to consider
the true negatives as well. The F1-score, also known as the F-measure, reflects the importance of both in
binary classification and uses the harmonic mean of the two matrices (precision and recall).
Mathematically, it is represented as:

F1� score ¼ 2 � Precision � Recall
Precision þ Recall

(4)

F1–score measured for the proposed model is 92.56%.

4.6 Matthew’s Correlation Coefficient

Matthew’s correlation coefficient, hereafter referred to as MCC (Matthews, 1975) is used to measure the
correlation between the predicted and actual classes of the binary classification. MCC is a more robust
performance measure as compared to recall, precision, and F1-score because it takes all the entities of the
confusion matrix into account [24,25]. MCC is defined as:

MCC ¼ Cov t; pð Þ
rt:rp

¼ TP:TN� FP:FN
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþ FPð Þ TNþ FNð Þ TPþ FNð Þ TNþ FPð Þp (5)

where, Cov t; pð Þ is the covariance between the actual classes of the cases and the predicted labels, ðrpÞ is the
standard deviation of the predicted classes and, (rt) is the standard deviation of the true classes.

Matthew’s correlation coefficient (MCC) has been evaluated at 0.84. The range of the MCC is between
+1 and −1. A value close to +1 represents a direct correlation and signifies a better-quality model.

The paper’s experimental results are compared to the other approaches proposed in Aspect Enhanced
Sentiment Analysis (AESA) by [26] and Topic Sentiment Analysis in Online Learning Communities
(TSAOLC) by [27]. The results on the accuracy, precision, recall, and F-measure computed by our
approach presented in our paper are better as compared to AESA and TSAOLC as shown in Tables 3 and 4.

Figure 8: The precision and recall curve of the proposed model

Table 3: Topic sentiment analysis in online learning communities (TSAOLC)

Precision Recall F-measure

TSAOLC 61.34 56.49 58.82

Proposed approach 92.59 92.59 92.56
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5 Conclusions

This paper attempts to get a real understanding of the learners’ emotions about the learning process. A
questionnaire has been designed and developed. This is to comprehend and analyze shortfalls in the areas
related to imparting quality education. It uses XLNet to build a sentiment classification model to be
utilized in its transfer learning methodology. XLNet has an advantage over BERT and RoBERTa in that it
combines auto aggressive and bidirectional styles. The model was optimized with the Adam optimizer
algorithm with a weight decay (usually known as AdamW). Based on the obtained results, it is observed
that the proposed model accuracy yielded is 92% based on the random testing data. Also, the model has
scored 92.59% precision for the positive class, and 92.59% is its sensitivity or recall. The F1–score has
been measured at 92.56%, whereas Matthew’s correlation coefficient (MCC) has been evaluated at 0.84.
When compared against the AESA and TSAOLC models, the proposed approach performs better in
identifying the learners’ sentiments.
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