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Abstract: With the rapid development of information technology, the electronifi-
cation of medical records has gradually become a trend. In China, the population
base is huge and the supporting medical institutions are numerous, so this reality
drives the conversion of paper medical records to electronic medical records.
Electronic medical records are the basis for establishing a smart hospital and an
important guarantee for achieving medical intelligence, and the massive amount
of electronic medical record data is also an important data set for conducting
research in the medical field. However, electronic medical records contain a large
amount of private patient information, which must be desensitized before they are
used as open resources. Therefore, to solve the above problems, data masking for
Chinese electronic medical records with named entity recognition is proposed in
this paper. Firstly, the text is vectorized to satisfy the required format of the model
input. Secondly, since the input sentences may have a long or short length and the
relationship between sentences in context is not negligible. To this end, a neural
network model for named entity recognition based on bidirectional long short-
term memory (BiLSTM) with conditional random fields (CRF) is constructed.
Finally, the data masking operation is performed based on the named entity recog-
nition results, mainly using regular expression filtering encryption and principal
component analysis (PCA) word vector compression and replacement. In addi-
tion, comparison experiments with the hidden markov model (HMM) model,
LSTM-CRF model, and BiLSTM model are conducted in this paper. The experi-
mental results show that the method used in this paper achieves 92.72% Accuracy,
92.30% Recall, and 92.51% F1_score, which has higher accuracy compared with
other models.
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1 Introduction

China has a large population and well-supported medical institutions, which makes the volume of
medical record data huge [1]. And with the rapid development of big data technology in recent years,
electronic medical records have gradually become a trend to replace traditional paper medical records.
Compared with traditional paper medical records, electronic medical records have the advantages of easy
long-term preservation and data retrieval, and reduce the waste of forest resources needed to produce
paper [2]. The application of electronic medical records is an important part of the realization of medical
intelligence. The National Health and Wellness Commission has proposed that the country attached great
importance to medical big data services. Our country is preparing to build a national unified management
system to realize the interoperability of big data of electronic medical records. However, electronic
medical records contain a large amount of personal privacy information, and how to achieve privacy
protection is an issue that cannot be ignored. To prevent information leakage and theft, the National
Health Planning Commission is strictly supervising the management of medical record data by medical
institutions. And this paper takes this as the starting point to propose data masking for Chinese electronic
medical records with named entity recognition.

To extract key information from the huge amount of Chinese electronic medical records data,
information extraction (IE) is needed. IE consists of three parts: named entity recognition (NER), relation
extraction and event extraction. Named entity recognition is in continuous development, from the initial
rule-based methods to the previous methods based on traditional machine learning such as HMM [3] and
CRF [4], and then to the current methods based on deep learning [5]. Before entering the named entity
recognition model, it is necessary to transform the text data into the form of word vectors required for the
model input. NER usually consists of two steps, the first step is to delineate the boundary and separate
each word for recognition, and the second step is to identify the type of entity. Compared with English
NER, Chinese NER is more difficult to implement. The main reason is that Chinese and English have
different writing styles and word separations [6]. Chinese named entity recognition technique used in this
paper extracts entities related to people’s names, organizations, and locations from text data and labels
their entity types. The implementation of named entity recognition provides the next step for data
masking of private entities.

Data privacy protection cannot be ignored in the big data environment [7]. Electronic medical records
data in the medical field is gradually becoming the hardest hit area for privacy leakage because it contains a
huge amount of patient privacy [8]. Therefore, privacy protection needs to be realized by using technical
means. Data masking [9] can be used to solve this problem. The sensitive data contained in the original
data is encrypted and replaced successively to reduce the risk of data leakage [10]. There are also certain
problems with data masking, such as incomplete data masking, loss of valuable information in data, and
inconsistent data masking standards. In this paper, we propose two methods for data masking of
electronic medical record data due to the different types of privacy entities. The first one is to use regular
expressions combined with a hash encryption [11] algorithm to achieve masking for the numeric type of
private entity data. The second one is to use PCA [12] word vector compression followed by word vector
replacement operation to desensitize textual privacy entity data.

The main contributions of this paper are as follows:

1) In this paper, the BILSTM-CRF model is applied to the privacy data masking and encryption of
Chinese electronic medical records by combining regular expressions and PCA compressed word
vector algorithm.

2) For textual entities, the People’s Daily corpus is first trained to generate high-dimensional word
vectors. Then the word vector is compressed to one dimension by PCA and saved as a word
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vector dictionary. Finally, word vector replacement is used to realize data masking. For numeric
entities, data masking is implemented using regular expression filtering followed by hash encryption.
3) The results show that the method proposed in this paper effectively improves the named entity
recognition performance of Chinese electronic medical record privacy entities, which is
significantly better than the classical models such as HMM, LSTM-CREF, and BiLSTM.

The remainder of this paper is organized as follows. Section 2 introduces the named entity recognition of
medical privacy data and the related research results and status of the model. Section 3 presents the
implementation of BILSTM-CRF-based named entity recognition. Section 4 presents the implementation
of privacy entity data masking. Section 5 is the comparison and analysis of the experimental results.
Section 6 is a summary reflection of the whole paper.

2 Related Work
2.1 Rule-Based NER

Rule-based named entity recognition is the original entity recognition method [13], which is mainly
applied to entities with contextual links or entities with special formats. Considering the cost and
effectiveness of named entity recognition in the judicial field, Jiao et al. [14] proposed a rule-based
regular expression method for entity recognition to achieve the task of judicial language entity extraction.
Cenikj et al. [15] adopted a rule-based named entity recognition approach that enables the extraction of
soft and technical skills using textual data such as job postings, resumes, shouts, performance evaluations,
etc. Khaing et al. [16] used a rule-based named entity recognition method in the stock domain to extract
the methods and trends. Most such rule-based NERs have laws to explore or build knowledge of a
particular specialty into a dictionary of knowledge. Therefore, these methods have shortcomings in
improving the accuracy of recognition.

2.2 Machine Learning-Based NER

Machine learning-based NER is also feature-based NER, which has lots of models to choose from, such
as CRF models, HMM models, decision tree models [17,18], etc. NER based on traditional machine learning
is to study the task as a sequence labeling problem, in which case, it is necessary for the model to be able to
relate both the front and back labels of the sequence in the prediction process, and to focus on the relevance,
linkage, and dependency of the labels. As early as 1991, HMM was used for the NER task [19]. Li et al. gave
full play to the advantages of machine learning based on electronic medical record dataset with self-annotated
rules. And obtained good experimental results using the CRF model, which was better than the evaluation
indexes of existing studies [20]. Yi et al. [21] applied the CRF model to security entity recognition,
combined with regular expression and entity dictionary, and the experimental effect is better than
the traditional rule-based model. Gupta et al. [22] used machine learning-based random forest to predict
the categories of confirmed, dead, and cured cases of neocoronavirus pneumonia in India. Although the
introduction of traditional machine learning methods into NER has improved certain efficiency, traditional
machine learning still has many drawbacks. For example, it requires a large amount of manually labeled
corpus as the training set, which is time-consuming and laborious.

2.3 Deep Learning-Based NER

With the rapid development and maturity of deep learning in recent years, adding deep learning to NER
has also become an implementation method. The main reason is that deep learning will save time and effort
and reduce the tedium of manually constructing features. Moreover, deep learning makes gradient descent
update models better and the NER task is suitable for the process of nonlinear transformation. So,
through the rapid development of recent years, a large number of experts and scholars are applying
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BiLSTM-CREF to various fields. Hu et al. applied BiLSTM-CREF to the extraction of government social media
comments, and the F1 score of the experiment reached 84.01% [23]. Wang also added an attention
mechanism to BiLSTM-CRF for named entity recognition in the Chinese hypertension treatment
literature and obtained an F1 score of 86.2% [24]. Hu et al. [25] combined BiLSTM-CRF in the field of
sedimentology to identify specific sentence components to achieve sedimentological information
extraction. Zhang et al. [26] proposed BiLSTM-CRF-based cross-domain migration to improve Chinese
clinical named entity recognition for example (e.g., disease, symptom, drug, anatomy), and obtained an
F1 score of 85.43% in comparison with other models. Duppati et al. proposed a deep learning-based
entity recognition method for the Indian language in English based on convolutional neural network
(CNN), Bi-LSTM, and CRF, which achieved better scores in experimental comparison [27]. Wang et al.
conducted an in-depth study on the field of online consultation and validated the effectiveness of the
BiLSTM-CRF model for diabetic entity recognition [28].

In this paper, the BILSTM-CRF model is applied to the recognition of named entities in Chinese
electronic medical records. The model is trained with a rich corpus as the training set to optimize the
parameters. And the entity recognition effect is satisfactory, which provides the accuracy guarantee for
the subsequent entity data masking.

3 Implementation of Named Entity Recognition for Sensitive Data Based on BILSTM-CRF Model

In this section, the implementation of Chinese named entity recognition based on the BILSTM-CRF
model is introduced. First, the training dataset needs to be pre-processed [29] to complete the work on
lexical annotation conversion. Then is the work of converting the word vectors into the input form
required by the model. Finally, the model is built and trained to achieve the function of named entity
recognition. The overall workflow is shown in Fig. 1:
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Figure 1: Named entity recognition overall workflow

3.1 Dataset Annotation Conversion

The training dataset used in this paper is a collection of reports related to the People’s Daily, which was
processed and completed by the Peking University Research Institute in 1998. This dataset has been tagged
with words such as “Br 41/t , “It5T/ns”, and “4=#/nr”. In this paper, we focus on the lexical annotation
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of three types of entities in the dataset, such as “nr”, “ns”, and “nt”. Then, lexical annotation conversion and
sequence annotation work need to be performed. The conversion work has the following steps. Firstly, “nr”,
“nt”, and “nr” are converted to person (PER), organization (ORG), and location (LOC) respectively. Next,
the sequence annotation method of BIEO [30] was adopted in this paper. Under the BIEO annotation method,
each character in the dataset needs to be annotated. The B (Begin) tag indicates the start character of the
entity, the I (Inner) tag indicates the middle character of the information entity, the E (End) tag indicates
the end character of the information entity, and the O (Other) tag indicates a character that is not used as
the information entity. Taking the label “nr” as an example. First, read the lexically labeled data in turn
and record it as 7. Judge the length of T. If the length of T'is n (n >= 1), the first word is labeled “T [1]
B-PER”, the last word is labeled “T'[r] E-PER”, and all intermediate words are labeled “T [2] I-PER, ...,
T[n— 1] I-PER”. The other lexical categories are also converted using this method.

3.2 Named Entity Recognition for Chinese Electronic Medical Records

3.2.1 BiLSTM-Based Prediction of Sequence Labels

Since Recurrent Neural Network (RNN) can only handle short-term dependencies, if the processed
sentence sequences are too long, the network has no memory function for the previous sentence
sequences, which may lead to gradient disappearance. Therefore, to solve this problem, LSTM networks,
which are improved based on RNNs, are proposed [31]. The BiLSTM used in this paper, on the other
hand, is a combination of a forward LSTM and a backward LSTM network.

The LSTM is controlled by three main gates, namely the input gate, the forgetting gate, and the output
gate. It is the combination of these structures that gives the LSTM the function of long-time memory. The
specific implementation of LSTM is formulated as follows:

fi=oa(Wy-[h — 1, x| + by) 1)
i =a(W;h,— 1, x]+ b)) )
C, = tanh(Wc - [h, — 1, x,] + b,) 3)
Co=fi*xci—1+i = C, (4)
0r = a(W,[h — 1, x,] + b,) (5)
h; = o, * tanh(C,) (6)

where ¢ represents the sigmoid activation function, which reduces the result to a coefficient between 0 and 1.
by, b;, and b, represent the bias terms. fanh is the hyperbolic tangent activation function. W is the weighting
matrix. f;, i;, and o, represent the forgetting gate, the input gate, and the output gate. /4, is the output of the
network and C represents the memory cell.

Therefore, to enable LSTM networks to make better use of contextual information, the BiILSTM network
is introduced, where the BiLSTM includes the forward LSTM and the backward LSTM [32]. For the input

. . . _> —> H . .
sentence, the implicit sequence (hRo, hriy ..., hRn) will be obtained after the forward LSTM, and the

sequence (hLo, hity oo, th) will be obtained after the backward LSTM. Finally, the forward and
backward implicit state sequence will be spliced to get a whole hidden state sequence (ho, &y, ..., hy).
3.2.2 BiLSTM Combined with CRF

After processing by the previous BiILSTM layer calculation, the predicted label corresponding to each
word will be obtained, but they do not fully consider the relationship between contextual labels and have
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great limitations. However, in the privacy information entity recognition task, the labels of adjacent
characters are linked in a backward and forward order, and the strong correlation of labels cannot be
neglected, so CRF is used to solve this problem [33]. And the CRF layer is also able to add some
constraints to make the prediction results more accurate. For example, the entity tag needs to start with
“B-" or “O-" instead of “I-”. The combination of entity tag like “B-PER, I-PER, E-PER” is an entity but
like “B-PER, E-LOC” format is wrong. Therefore, it is significant to introduce CRF into our privacy
entity identification model. The CRF prediction score is achieved by Eq. (7):

S(X7 y) :Z:;OAJG” yi+1+Z:’=1Pi7 Vi (7)

where X = {x17x2x3, cee x,,.} represents the input sequence of sentences. P is the matrix output from the
BiLSTM layer. P;; represents the probability of the j-th tag of the i-th character in the sentence. 4 is the
conversion matrix, 4;; denotes the probability of transferring label i to label j. Finally, for the input
sequence X, the formula for the probability of all possible label sequences is defined as:

SEw)

Zye 154 eSH)

Then, logarithmic operations need to be performed with the help of the log-likelihood function:
log(p(r1X)) = s(X, ) —log (D", ™) ©)

Finally, the most correct prediction result y* is obtained as:

pUIX) = ®)

V' =argmaxs(X, y) (10)
yerx

4 Data Masking Implementation for Privacy Entities

In this section, we desensitize the data of the private entities identified in the previous section. Two main
approaches are used to achieve data masking. The first one is to use the regular expression [34] to filter digital
entities and combine them with a hash encryption algorithm to achieve data masking. The second one is to
use the PCA word vector compression algorithm [35] to train the dictionary and then compress it into one-
dimensional word vectors. The data masking function of text entities is achieved by word vector replacement.
The overall process of data masking is shown in Fig. 2:
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Figure 2: The overall process of data masking
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4.1 Regular Expression Filtering

The regular expression is an indispensable technique in the field of natural language processing. It is
very effective for filtering and modifying specific content. And it is a sequence of designed characters
and character combinations that can be used as a “rule” to filter the desired data.

Algorithm 1: Regular Matching

Input: Str, Str_re;

Output: Matching Result 7;

1 Set str_l « Str.length;

2 Set str_re_l <« Str_re.length;
3 for i to range (str_/) do

4 if strl]i] is equal to str_re_l [0]

5 j i

6 for / to range (str_re_l) do

7 if Str_re [h] is equal to Str [ /]
8 Str [j] append to r;
9 else:

10 break;

11 end if

12 end for

13 end if

14 end for

15 Return 7;

Algorithm 1 describes the algorithm for regular expressions. First, get the length of the string Str and the
regular expression Str_re respectively (lines 1 and 2). Next, if a character of St matches the first character of
Str_re, the position index of the character in S#r is recorded. Then it enters the inner regular expression loop
and saves the corresponding character whenever the match is successful. If one match fails, the inner loop
(lines 3 to 14) is exited. Finally, the matched string is returned.

For digital privacy entities with entity types ‘ID number’ and ‘cell phone number’, specific matching
rules to filter all the data that meet the requirements to the maximum extent are designed in this paper.

For the regular filtering of ‘ID number’, special rules from the actual ID number format of Chinese
people are designed in this paper. We need to consider three cases, the first is the beginning of the ID
card number, for different provinces in China, the first two codes of ID cards are different, divided into
eight forms with the numbers 1-8 as the beginning. The second is the number of bits of the ID card
number, the total length of China’s resident ID card is 18 bits. The third is the end of the ID card
number, which is divided into two forms: pure numbers and the letter X.

Based on this, the matching rules for ‘ID number’ type entities in this paper are designed as a style, for
example, (11, 2, 3, 4, 5]\d{13, 17}x$) or ("[2,3,4,5,6]\d{15,19}). The regular expression filtering
above basically includes the format of ID cards for each province in China, and there is a certain amount
of fault tolerance. For example, the initial ID digit is overwritten by two digits or underwritten by two
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digits, or in some cases, the last digit of the ID number was originally an uppercase X but was written as a
lowercase x. All these cases will be filtered out to ensure that the data is completely filtered and extracted.

The regular filtering of “cell phone numbers” is based on the number segments of the three major
Chinese telecom operators. The mainstream has six forms of numbering at the beginning, and the length
of the phone number is a fixed 11-digit pure number. Based on this, the matching rules for “cell phone
number” type entities in this paper are designed to be styled as, for example, ("13\d{7, 11}) or
("14[5]7]\d{6, 10}). The regular expression rules for cell phone numbers are also designed to be fault-
tolerant. For example, two extra or two less cell phone numbers are allowed due to initial input errors,
which covers most Chinese cell phone number formats.

Then for the filtered privacy entities, they need to be encrypted, and hash encryption will be used as a
method of privacy encryption because of its irreversibility. So, with the help of the secure hash algorithm
(SHA-256) [36] for hash encryption. The implementation of the SHA-256 algorithm goes through
constant initialization (calculation of 8 hash primaries, 64 hash constants), message preprocessing
(padding bits, additional length), and logical operations. And finally calculates the message digest to
obtain an encrypted string of 64 bits in length in hexadecimal. Then a truncation operation is performed
on top of this to keep only the middle 18 characters of the encrypted string.

4.2 PCA-Based Word Vector Compression Encryption Algorithm

For the generated word vectors, the paper introduces the PCA algorithm to compress and reduce the
dimensionality of the word vectors [37]. As one of the classic machine learning algorithms, PCA is often
used for data compression and feature extraction operations because it is very effective in data
dimensionality reduction. The central idea of PCA is to change the dimensionality of the data. For
example, compressing m-dimensional data to n-dimensions and preserving the integrity of the data as
much as possible. The main principle of PCA is the need to first find a direction on the coordinate axis.
Then the projection of the data on the axis is made most discrete and the variance of the data on the axis
needs to be maximized. The coordinate axes are orthogonal to each other, and the direction of the next
coordinate axis is the direction with the second largest variance. Then keep looping this process, the
number of loops is the number of data dimensions at the very beginning. After the previous loop, most of
the variance is contained in some of the initial axes, and the end axes contain almost no variance, which
allows us to ignore it to realize the dimensionality reduction of the data.

The mathematical formulas used in the PCA algorithm such as variance, covariance, and covariance
matrix are implemented as follows:

S (= %) a
m

> (i = %)y —7) (12)

m
(cov(x, x) cov(x, y)) %Zl %i %Zl i

C g =
cov(y, x) cov(y, y) 1 <—m l—m 5
m L—i YiXi ;E, Vi

var(x) =

con(x, y) =

(13)

where x; and y;are the column vectors, x and y are the mean values of the column vectors, and m is the number
of column vectors.
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The implementation of the PCA algorithm to compress word vectors is shown in Algorithm 2.

Algorithm 2: PCA

Input: Sample matrix D [], N;
Output: Reduced dimensional matrix O [];

1

1 x o ; Xi;

2 W < Each element in D —X;

3 Cov_matrix ﬁ WTW;

4 Calculate the eigenvalues and eigenvectors of Cov_matric, and sort eigenvalues from largest to smallest;
5 The eigenvectors corresponding to the first N eigenvalues are combined to form the new matrix F;

6 O «— Multiply the matrix N with the matrix F;

7 Return O;

Algorithm 2 describes the implementation of PCA. First, calculate the matrix mean X and then de-
average (lines 1 and 2). Next, calculate the covariance matrix Cov_matrix, find the eigenvalues of the
matrix, and sort them (lines 3 and 4). Finally, the product of the matrix formed by the eigenvectors
corresponding to the first N eigenvalues and the original matrix D is calculated to obtain the reduced-
dimensional matrix O (lines 5 and 6).

The steps to implement compression encryption are as follows. Firstly, the one-dimensional word
vectors are sorted by magnitude after PCA compression. Next, compare the privacy entities filtered by
named entity recognition and get the index position of the corresponding word vector where the entity is
located. Then the word represented by the word vector corresponding to the next index of the entity
index position is returned and used to replace the private entity to achieve the encryption effect. The
specific compression encryption effect is as follows in Fig. 3:
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Figure 3: Compression and encryption effect
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5 Experimental Comparison and Analysis
5.1 Experimental Data Processing

For the original dataset used in this paper, after converting the lexical annotation to BIEO format, the
updated data became what is shown in Fig. 4:

# % |2 2|z x W 25| =@ ® 7 ®

nt nt nt o [¢) nr nr nr o ns ns ns ns ns

Word marking conversion

W% & cls B % M ¢ B @ 7 ®

B-ORGI-ORGE-ORG O O B-PER I-PER E-PER O B-LOC I-LOC |-LOC I-LOC E-LOC

Figure 4: BIEO data labeling
Finally, after completing the annotation process of the People’s Daily dataset, the dataset was divided
into a training set and a test set according to the ratio of 9:1, and the statistics of the number of specific

entities in each dataset are listed in the following Table 1:

Table 1: Number of entities statistics

PER LOC ORG

Training set 17982 20193 9750
Test set 1999 2244 1084
Total 19981 22437 10834

5.2 The Setting of Important Parameters

In this experimental setting, the parameters of the model are gradually optimized to the best state after
continuous training, and the training parameters of the model based on BILSTM-CRF in this experiment are
shown in Table 2. The experimental running platform is Pycharm.

Table 2: Experimental parameter setting

Parameter Value
Hidden_dim 150
Batch_size 64
Embedding size 256
LR 0.001
Epoch 30

To evaluate the performance of the algorithm, evaluation metrics are proposed, Precision, Recall, and
F1 score (i.e., a combined evaluation of Precision and Recall). True positive (TP) is the number of cases
that would have been positive and were predicted to be positive, false positive (FP) is the number of
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cases that would have been negative but were predicted to be positive, and false negative (FN) is the number
of cases that would have been negative and were predicted to be negative, with the following formula:

TP
Precision = ———— 14
recision TP - FP 14)
TP
Recall = ——— 15
T TP EN (15)
F1_score — 2 * Precison * Recall (16)

Precison + Recall

5.3 Model Comparison Experiment

In this paper, not only the proposed BiLSTM-CRF model is experimented, we also compared the
performance of the LSTM-CRF model, the BiLSTM model, and the traditional HMM model. The
experimental results are compared in Table 3:

Table 3: Comparison of experimental results

Model Precision Recall F1 score
LSTM-CRF 91.56% 90.99% 91.27%
BiLSTM 90.89% 73.43% 81.23%
HMM 77.86% 77.61% 77.74%
BiLSTM-CRF 92.72% 92.30% 92.51%

After 30 rounds of training, the deep learning-based BiLSTM-CRF is compared with the F1_score of the
LSTM-CRF model and BiLSTM model in Fig. 5:

F1_score
o
~

—— BILSTM
—— LSTM-CRF
—— BILSTM-CRF

0 10 20 30
epoch

Figure 5: Model performance comparison

The performance comparison chart shows that both deep learning models are optimized and their
performance improves as the number of training sessions gradually increases, and after 30 rounds of
training, both models gradually converge. In the comparison graph of the performance of the neural
network-based model, it can be visually observed that the performance of the model is improved after the



3668 IASC, 2023, vol.36, no.3

addition of CRF. The performance of the Bi-directional LSTM network gains further improvement compared
to the one-way LSTM network. The HMM model is trained by generating a state transfer probability matrix,
an observation probability matrix, and an initialization matrix, and then predicted with the help of the Viterbi
algorithm.

Next, the loss values of the neural networks were also compared. For the BILSTM model without the
addition of CRF, the training loss values of the model after 30 rounds of training are shown in Fig. 6:
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Figure 6: BiLSTM-loss

When CRF is added to the neural network model, the comparison of the BILSTM-CRF model with the
LSTM-CRF model for training loss is shown in Fig. 7:
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Figure 7: Comparison of BILSTM-CRF model and LSTM-CRF model loss

For the model proposed in this paper, the process of training was also chosen to compare the
performance of the model under different parameters by controlling variables. First, keep hidden dim as
150 and adjust the size of LR. Through comparison experiments, we found that the model performs best
when LR is set to 0.001. Second, a fixed LR is chosen so that the model performs best at 0.001, and
then the size of hidden dim is adjusted. It is found that the performance of the model improves with the
increase of hidden dim. However, too high is likely to cause overfitting, which reduces the performance
of the model. So, the final choice of hidden dim is 150. The comparative experiment is shown in
Fig. 8 below.
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Figure 8: Comparison of different hidden_dim and LR

By comparing different batch_size sizes, the variation of model performance is obtained in Fig. 9:
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Figure 9: Comparison of different batch_size

Batch_size is the size of the data for each training session, and its size has an impact on the training time
and performance of the model. Too large or too small batch size will be detrimental to the training of the
model. From the above Fig. 9, the precision, recall, and F1 _score of the model show a rising and then
falling trend as the batch_size increases. To obtain the best performance of the model, the final batch size
chosen for this model is 64.

To verify the superiority of the model used in this paper compared to other models, the experiments in
Table 4 below were conducted. The experiments compared the prediction performance of the different
models for different entity types.

By analyzing the data in Table 4, it has been found that compared to the LSTM-CRF model, the
proposed model in this paper improves 1.0% (LOC), 1.5% (ORG), and 1.7% (PER) in F1 _score,
respectively. Compared to the BiLSTM model, the model used in the paper improved by 6.9% (LOC),
12.1% (ORG), and 13.7% (PER). Compared to the HMM model, the model used in the paper improved
by 12.8% (LOC), 21.9% (ORG), and 13.0% (PER). To more visually compare the performance of the
four models in named entity recognition, the F1 score values of the corresponding entities of the four
models are converted into the following histogram:
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Table 4: Controlled experiments with different entities

Model name Entity category Precision (%) Recall (%) F1 score (%)

LOC 92.0 90.9 91.4
LSTM-CRF ORG 87.8 89.1 88.4
PER 92.8 92.6 92.7
LOC 922 79.8 85.6
BiLSTM ORG 90.5 68.1 77.8
PER 91.0 72.1 80.5
LOC 81.1 78.2 79.6
HMM ORG 69.3 66.9 68.0
PER 78.9 83.6 81.2
LOC 93.1 92.0 92.4
BiLSTM-CRF ORG 89.2 90.6 89.9
PER 94.6 93.8 94.2

Through Fig. 10, it is obvious that the named entity recognition performance of the BiLSTM-CRF
model based on Chinese electronic medical records has a considerable advantage in the recognition of
different entity classes. This further confirms the effectiveness of the model for the recognition of named
entities in the medical field. Deep learning combined with CRF will be more beneficial for NER tasks
with contextual labels and sequence associations.

LOC ORG

1.0 1.0

0.8 A 0.8
£oe6 £oe
a a
0.4 0.4
'S '

0.2 1 0.2

0.0- 0.0

BiLSTM- LSTM- BiLSTM HMM BiLSTM- LSTM- BiLSTM HMM
CRF CRF CRF CRF
o PER Merger
i == LOC

0.8 = ORG
g 0.6 BiLSTM e
v
Do LSTM-
w CRF

0.2 BiLSTM-

CRF

0.0-
BiLSTM- LSTM- BiLSTM HMM
CRF CRF

Figure 10: Comparison of F1_score of different entities
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6 Conclusion

The BiLSTM-CRF model for named entity recognition and data masking of Chinese electronic medical
records is proposed in this paper. It is to provide a feasible data masking and encryption method to
complement the easy leakage of private data in the medical field. This experimental model combines
regular expressions, and PCA word vector compression technology to bring more guarantees for data
masking. This model was also compared with the LSTM-CRF-based model, BiLSTM-based model, and the
HMM-based model with strict control of the parameter variables. And the performance differences between
the different models were compared by comparing the precision values, recall values, and F1_score values.
Through the final results, we found that the BILSTM-CRF model is suitable for entity recognition tasks
with context and label associations. It has great advantages in named entity recognition of electronic
medical records privacy data, which plays a critical role in the privacy protection of medical data.

However, this study needs further optimization due to machine performance, time overhead, and other
factors. Future work will continue to optimize the model, train a larger sample set to improve the applicability
and compatibility of the model, and incorporate more new technologies to improve efficiency. Finally, the
feasibility and reliability of using this model in other fields is also a future research direction and task.
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