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Abstract: Online Transaction Processing (OLTP) gets support from data
partitioning to achieve better performance and scalability. The primary
objective of database and application developers is to provide scalable and
reliable database systems. This research presents a novel method for data
partitioning and load balancing for scalable transactions. Data is efficiently
partitioned using the hybrid graph partitioning method. Optimized load
balancing (OLB) approach is applied to calculate the weight factor, average
workload, and partition efficiency. The presented approach is appropriate
for various online data transaction applications. The quality of the proposed
approach is examined using OLTP database benchmark. The performance of
the proposed methodology significantly outperformed with respect to metrics
like throughput, response time, and CPU utilization.
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1 Introduction

Data partitioning is always done first when creating a database for an application. To store and
handle the data, a database system must be developed in distribution. For large workloads to perform
well, partitioning method is essential [1]. The primary benefit of data partitioning is storing large
data based on their category [2]. Moreover, the data partitioning process improves the management,
performance, and accessibility of many applications. Furthermore, the partitioning process decreases
owners’ total expense for storing large data [3]. Data partitioning is utilized to access the data at
any time. The effective data partitioning process makes it more accessible from the partitions [4].
The existing data partitioning methodologies are hash partitioning, range partitioning, horizontal
partitioning and so on [5,6]. In a distributed framework, data partitioning represents the RDF data.
This is based on the arrangement of data in distributed networks [7].

Nowadays, the OLTP database is the widely utilized data processing system. In OLTP systems,
scalability is the central issue because of the increased online transactions. The scalability in data
transactions can increase the transaction throughput [8,9]. The general examples of OLTP applications
are the entry of orders, sale retails and economic transactions. The essential characteristics of OLTP
systems are lesser response time, the large many user applications, and simple transactions. In ElasTras
[9] data partitioning is done on the schema level to achieve scalability. The TPC-C benchmark with two
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distinct metrics, such as response time and throughput, is evaluated at the schema level. Sauer et al. [10]
represented partitioning using a data mining approach on a horizontal database at a cloud data store.
In analysis of database cluster logs are monitored by data mining techniques. The method compares
the average result of a round-robin, k-means and no partition techniques.

The OLTP-based applications are subject to unexpected variations in workloads [11]. Hence, the
optimal data partitioning approach should support the unpredicted workloads of OLTP applications
[12,13]. The partitioning approach is utilized to reduce the performance degradation for multiple loca-
tions of transactions [14,15]. Moreover, every transaction is related, enabling the transactions to run
locally. Generally, the relational data is partitioned into horizontal and vertical manner. In horizontal
partitioning, the data tables are separated into a set of tuples. In vertical partitioning, data tables are
separated into set of disjoint columns. However, the horizontal and vertical partitioning approaches
are inefficient in real-world applications [16]. The existing methodologies in data partitioning are Hash,
Round-robin, List and Range partitioning [17]. These approaches are not capable for the increasing
number of transaction loads. Furthermore, these types of partitioning approaches are not considered
the relation among the data at the time of data partitioning. But, effective partitioning should split the
data with their associated pattern. Only some of the existing approaches partition the data better but
need to proportion the related data items [18]. Therefore, an effective data partitioning approach must
consider both effective data partitioning with most associated data items [19]. This kind of partitioning
decreases the undesirable effects of the transactions. The existing data partitioning approaches depend
on the analysis of statistical and classification examination. The limitation of these approaches is that
they do not evaluate the relevance of data in the partitions [20].

Instead of keeping whole data table in one site, table is converted into number of fragments called
partitions. Generally, hash, range, horizontal or vertical partitioning is utilized, and these types of
partitions are not effective. So, the hybrid graph partitioning approach is presented with simultaneous
graph and vertical partitions. Here, the sub partitioning is based on related data in column form. As a
result of each partition containing its related data, this technique makes data access useful. Moreover,
an innovative data partitioning approach and optimized load balancing for scalable transactions are
presented. TPC Benchmark E (TPC-E) is an OLTP database benchmark. The presented approach
partitions the TPC-E dataset into the hybridized form of vertical and graph partitioning. Here, the
partitions and the sub partitions are associated with the related data contents and thereby the data
can be retrieved from the partitioned database effectively. This process decreases the response time of
data transactions.

A hybrid graph data partitioning algorithm is proposed to efficiently fragment the database.
An improved load balancing approach is proposed to balance the workload transactions in the
data partitioning. The performance of the developed method is enhanced by scalable workload
transactions. For many applications that require online data transactions, the provided technique is
appropriate. Additionally, the TPC-E workload dataset is used to evaluate the effectiveness of the
partitioning with distributed transactions that is being provided.

The organization of this paper is described as: Section 2 reviews the recent related works, Section 3
provides the detailed description about the presented methodology, Section 4 illustrates mathematical
background, Section 5 represents results, and the paper is concluded in Section 6.

2 Related Work

Numerous recent inventions have been made by researchers that offer a consistency guarantee on
a data feature. Performance, scalability, and consistency are the main goals of such a system. The data
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objects accessed by transactions are retained on a single partition in graph partitioning. Schism [3] is an
automatic partitioning model it minimizes distributed transactions. This work provides a cost model
for processing a transaction that believes the number of partitions the transaction needs to access and
the overall skewness of data access. ElasTras [9] does data partitioning at the schema level to achieve
scalability. The TPC-C benchmark was assessed using two distinct measures, such as response time
and throughput. Gao et al. [21] developed a partitioning methodology for scheduling the query in
the distributed dataset. Here, the introduced method considered the TPC-H dataset for partitioning
the data. The queries are partitioned according to the expense of that data. The genetic optimization
approach is utilized to decrease the difficulties in data partitions. The Alco approach is designed on
cost based fragments.

Zhang et al. [22] developed a workload-based data partitioning and replication methodology
named as Apara. Here, two heuristic approaches were presented for effective data partitioning and
replication. Moreover, two variant cost models take place for optimal data partitions. The performance
of the data partitioning is examined with the TPC-H dataset. The presented Apara model provides
better outcomes with the TPC-H workloads. Various distributed data storages are compared in [23]
with regard to data replication, concurrency control mechanisms, key access, and data partitioning.

Zhu et al. [24] developed an approach for optimal ordering of data in numerous warehouses to
reduce data partitioning. Here, k-links heuristic clustering methodology was presented to categorize
the data optimally among various partitions. The approach represents the distribution of data items
to be decrease in number of partitions. The accurate data partition reduces the complexity of the data
transactions. This methodology was utilized for the online data partitioning. The major limitation of
the developed approach was not providing load balancing with the data partitions.

Ahirrao et al. [25] presented an innovative workload based data partitioning methodology for
scalable data transactions. This developed scalable data transaction was utilized for NoSQL cloud
data stores. The TPC-C dataset is used to evaluate the provided methodology, which operates on
scalable data. In [26] the CPU utilization efficiency performance is examined with the different existing
methodologies like RCD+ (Run time correlation discovery), RCD, and TADs (Temporal approximate
dependencies). In the study [27,28] design variables are shown to be in their best possible states,
and multi-objective optimization is used to increase the normalized values of mass, maximum
deflection and collapsing load. In [29] Data is seamlessly rearranged using a real time reconfiguration
approach, with minimal performance impact on transactions. Plans for reconfiguration prioritize
using already-existing data replicas while copying data asynchronously and concurrently from several
replicas to minimize data transfer. A secure query processing approach to ensure access control
policies safe when querying data from distributed partitions [30]. The suggested method uses vertical
partitioning to create a collection of secure sub-schemas that are kept in distinct partitions in the
distributed system.

The load balancing strategies and a review of the current data partitions have been addressed.
All the existing approaches are utilized different forms of data partitioning. But the major drawback
of existing approach is not considered better load balancing with the data partitions. Some of the
approaches provide good partitions but fail in load balancing. This affects the performance of the
system. Hence, random partitioning also affects the performance and increases the system’s complexity
and time. Therefore, the presented approach overcomes the issues in the existing and improves the
performances with the combination of hybrid graph partitioning and improved load balancing.
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3 Proposed Methodology

Data partitioning is used to implement the database’s scalability. Multiple partitions will be
designed from one table. When the data scales very large, we can add more nodes to store and analyze
some partitions. Additionally, it will increase the system’s ability to store and process. The primary goal
of this proposed work is to partition workload with Hybrid Graph Partitioning (HVP) and optimized
load balancing. Initially, the data items in the datasets are partitioned through the hybrid graph
partitioning approach. Afterward, the partitions efficiency and average partition loads are computed.
Furthermore, the weight factor is calculated based on these estimated measures. Finally, optimized
load balancing is performed by updating the computed weight factor. This methodology effectively
balances the load and provides optimized data partitions. This optimized load balancing enhances the
performance of the data partitions. Fig. 1 shows a schematic diagram of the proposed methodology.
Here, the weight factor is calculated based on the partition efficiency and the average partition load.
Efficiency is computed on distributed transactions and the total number of transactions executed
in partitions. It updates effective load balancing and reduces distributed transactions. In terms of
parameters the load is computed by the total amount of transactions processed on the data partition.
Efficiency depends on distributed transactions and total transactions. The weight factor is calculated
based on the average partition load and the partition efficiency.

Parameter Estimation

Workload

Average Partition 
Load

Data Partitioning

Hybrid Graph
Partitioning

Scalable Load Balancing

Improved Load 
Balancing

Weight Factor

Partitions 
Efficiency

Optimal data
Partitioning with

Distributed
Transactions 

. . .

Figure 1: Schematic diagram of Hybrid Graph Partitioning and Optimized Load Balancing Partitions
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3.1 Hybrid Graph Partitioning (HVP)
The main importance of using vertical partitioning is to decrease the complexity. Moreover, this

partitioning decreases the performance cost of frequent access of data items. To maintain secure data,
the most significant data is partitioned differently. Data partitioning is the distribution of a logical
database or its subcomponents into separate, independent segments.

In vertical partitioning, the input database table (T) is partitioned into number of tables
(T 1, T 2, T 3 . . . .TN). Moreover, the attributes present in the tables are A1, A2, A3 . . . .AN respectively.
The partitioning expressions are described as,

A1 ∪ AN = A (1)

A1 ∩ AN = A Ka (2)

∣∣A1

∣∣ >
∣∣A Ka

∣∣ (3)

∣∣AN

∣∣ ≥ ∣∣A Ka

∣∣ (4)

where, attributes union and intersection is determines frequently access data and A Ka signifies the
sub-set which consists of all the key attributes of table T . After this partitioning process, the data table
T is changed into number of partitioned tables T 1, T 2, T 3 . . . .TN. By utilizing the vertical partitioning
procedure, regular table is generated and one for every sub tables. Eq. (4) represents total numbers of
derived data items from datasets are greater than total number of records. The workload in table T is
split into sub tables. If any of the queries relate to a non-key attribute, the specific result is modified
with the subsequent alternative forms.

• First alternative: Consider one query corresponding sub table is T 1,
(
T 1, �k, IDk

)
then all the

attributes are in A1. It is represented as
(
�k ⊂ A1

)
.

• Second alternative: Consider the query which corresponding to sub table T 2,
(
T 2, �k, IDk

)
, then

all the attributes are in A2. It is represented as
(
�k ⊂ A2

)
.

If two queries are in both cases, then the tables contain both attributes. The vertical partitioning is
partition the data based on column partitions. In graph based data partitioning, data table is associated
with the related contents. The graph partitioning is directly partition the data table into k set of tables.
In a graph, each row acts as a node, and edges connect tuples that represent transactions. In the
presented data partitions, both vertical and the graph based partitioning approach are hybridized for
effective data partitioning.

In hybrid graph data partitioning, data items in the table are considered as a sub-tuples. Initially,
graph is generated with a number of data items per each column and tuple. Then the edges between the
tuples are admitted using the similar transaction data. Afterwards, the graph partitioning approach
partitions the data graph into number of k balanced partitions. This graph partitioning approach
decreases the amount of cross partition transactions.

The graph partitioning is depending on the quantity of the data items and the size of partitions.
Data partitions are obtained based on the uniform load distribution. The size of partitions is computed
through the subsequent condition (5).

Spmin = Stotal

NC

∗ α (5)
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Spmax = Sfull

NC

∗ β (6)

α + β = 2 (7)

where, Spmin signifies the minimum size of partition, Spmax represents the maximum size of partitions,
Stotal represents the total size of data in the dataset, α and β are the variables that adjusting the
minimum and maximum size of partitions respectively. Depends on size of the data partitions made
with balanced workload.

The structure of hybrid graph partitioning is depicted in Fig. 2. The data partitioning with the
presented hybrid graph partitioning provides the effective partitioning of data with their attributes.
This provides the optimal partitions with their associated sub data. This process of partitioning makes
easier the data transactions. The presented data partitioning reduces the complexity and lesser the
response time. After the completion of data partitioning using the hybrid graph, the improved load
balancing optimization approach is presented to balance the load effectively.

Data Items Hybrid Graph
Partitioning

Figure 2: Data partitioning with hybrid graph partitioning

3.2 Optimized Load Balancing Partitions Using ILB Algorithm (OLBP)
The optimized load balancing is achieved in the data partitions using improved load balancing

methodology. In the presented load balancing methodology, the partitioned data tables and the
workloads are considered as an input. The partitions efficiency and the average load are computed,
and their weight factor is computed. Afterwards, optimal data transactions in the data partitions are
performed by updating the computed weight factor. The considered data items are represented as
d1, d2, d3 . . . ..dm. The parameters applied for load balancing in the subsequent estimation.

4 Mathematical Background

The efficiency of the partitioning approach is computed through the subsequent condition (8).

Peff = 1 − tdistributed

Ttotal

(8)

Here, Peff signifies the efficiency of data partitions, tdistributed signifies the distributed transactions,
and Ttotal signifies the total number of transactions.
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In workload aware data partitioning, data partitions are formed according to the amount of
loads. Load is computed by the total amount of transactions processed on the that partition. This
is computed by the subsequent condition (9),

P (N) =
∑M

j=1
Spmax (9)

Here, N signifies the number of partitions, M signifies the number of loads in one partition. Then
the average load is computed based on the total amount of transactions performed on all the partitions.
The average partition load is computed through the subsequent condition (10),

P (avg) = P (N)

N
(10)

Here, P (avg) signifies the average load of the partitions, N signifies the partition number. Then,
the weight factor is computed based on the partition efficiency and the average partition load. The
computed weight factor is updated to effectively balance the loads in the partitions.

Algorithm 1: Pseudo code of Improved load balancing with data partitions
Improved load balancing optimization (ILB) algorithm
Begin
For each partition do
Compute partition efficiency,
Average partition load
End
Foreach partition do

Compute weight factor
End
Sort the partitions load in ascending order
Repeat
Until partitions end
Choose the top ranked partitions
Until partitions end
Return the top partitions as the best partitions with effective load balancing
End

In scalable workload based partitioning, performance is enhanced with distributed transactions.
Here, the partitioned data is given as input to the load balancing. This optimized load balancing
balances workloads when increasing the number of transactions. The presented load balancing
approach considers the efficiency of partitions and the average partition load. The weight factor is
computed based on the average partition load and the partition efficiency. The optimal weight factor
based on the data partitions is computed through the subsequent condition (11),

W F = Peff + P (avg)

2
(11)

Here, W F signifies the weight factor, Peff signifies the partitions efficiency, and P (avg) signifies the
average partition load. The workload is ordered and updated in the table partitions effectively based
on the computed weights. The main objective of data partitioning is the formation of partitions to
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maximize the efficiency of the data transactions. The effective load balancing is attained by utilizing
the average load of partitions. The presented optimized load balancing approach provides the optimal
load balancing for large workloads. Output data of Hybrid graph partitioning approach is given as
an input to improved load balancing optimization. Initially, partition efficiency and the average value
of the partition load are computed, and the corresponding weight factors are computed for effective
load balancing. Based on the computed weight factor value, optimization algorithm prioritizes the
partitions and optimal load balancing is attained. The pseudo code of improved load balancing
optimization is provided in proposed algorithm.

The increasing number of loads in the environment reduces the performance of the system. Hence,
effective load balancing is performed to balance the workloads optimally. Data partitioning and load
balancing together improve performance throughput and response time.

5 Experimentation

This section examines the experimental results of the presented workload aware data partitioning
methodology. The presented methodology is implemented with MYSQL, HBase [31], and DynamoDB
with the TPC-E benchmark dataset [32]. This dataset provides a large amount of data records for OLTP
applications. The presented data partitioning performance is compared with the existing approaches
to prove its efficiency.

5.1 Dataset Description: TPC-E Dataset
TPC-E is standard benchmark dataset utilized for performing workloads of various applications.

A wide variety of businesses, from banks and grocery stores to online E-Commerce websites and
financial markets, rely mainly on on-line transaction processing (OLTP). OLTP has been a significant
target for optimization for computer manufacturers, database software vendors, system software
vendors, and the corresponding research communities due to its importance. This dataset contains
the data records of Customers, Market, and Brokerage.

5.2 Performance Metrics
This section includes a number of significant performance metrics, including distributed transac-

tions, throughput, response time, and CPU utilization. These performance metrics are described in
the subsequent sub sections.

5.2.1 Throughput

This performance measure is evaluated by the proportion of total data transactions to the taken
time. Throughput performance is computed in transactions per second. This performance provides
the amount data transmission rate per second. The efficiency in throughput provides the effective
transmission data per each second. The throughput performance is computed by the subsequent
condition (12),

Th = Rdata

t′ (12)

Here, Th signifies the throughput measure, Rdata signifies the data rate and t′ signifies the time.
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5.2.2 Response Time

Response time is evaluated based on the data transactions. The time taken to respond the data
transaction is represented as response time. It is computed by the subsequent condition (13),

Rtime = dr

t′ (13)

Here, Rtime signifies the response time, dr signifies the retrieving data or the process of task and t′

signifies the time taken to process the task. The response time of the transaction should be lesser for
effective performance. If the response time of the transaction is higher, then the performance of the
system degrades.

5.2.3 Distributed Transactions

Distributed transaction represents the group of operations on data that is performed between
large set of data. A distributed transaction is one that occurs across two or more distinct partitions.
Transaction is the combination of read and writes operations in the dataset for the evaluation. It is
computed by the subsequent condition (14),

Dt = LT

Pdata

(14)

Here, Dt signifies the distributed transaction, Pdata signifies the data transactions and LT signifies
the workload transactions.

5.2.4 CPU Utilization

This performance evaluation is computed based on the utilization of the CPU memory for
processing of the presented approach. The OLTP workload based data transactions needs high storage
systems for the processing of their data. The efficiency in the CPU utilization is improved by providing
the optimal form of data transactions. It is computed by the subsequent condition (15),

UCPU = 100% − (
%t′

load

)
(15)

Here, UCPU signifies the CPU utilization and t′
load signifies the percentage of time taken to process

the load.

5.3 Performance Examination
In this section, the performance of presented data partitioning with optimized load balancing is

examined. The performance of the presented approach in regards of throughput is depicted in Fig. 3.

In Fig. 4, the presented approach with distributed transactions throughput by varying number
of concurrent users Here, the response time of the presented approach is examined by varying
number of users like 1000, 2000, 3000, 4000 and 5000 correspondingly. This proved that the presented
approach takes lesser response time than the different existing approaches. Moreover, the performance
comparison on data partitions is depicted in Fig. 5.
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Figure 3: Hybrid graph partitioning throughput
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Figure 4: Distributed transactions by varying number of concurrent users

In Fig. 4, the performance validation on response time is compared. Here, the presented approach
response time performance is examined with the different existing methodologies like schema level data
partitioning, scalable workload driven data partitioning, and graph partitioning. Here, the response
time of the presented approach is examined by varying number of user workloads like 1000, 2000,
3000, 4000 and 5000 correspondingly. This proved that the presented approach taking lesser response
time than the different existing approaches. Moreover, the performance comparison on data partitions
is depicted in Fig. 5.
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Figure 5: Response Time through Hybrid Graph partitioning

The performance of the presented approach is compared with the different data partitioning
approaches. This proved that the presented hybrid graph partitioning approach provides the improved
performance than the different existing approaches like horizontal, vertical and no partitioning
approaches. The transactions range is enhanced by the presented hybrid graph approach. Moreover,
the performance comparison on distributed transactions is depicted in Fig. 5. The performance
of the presented approach is evaluated with distributed transactions. The presented methodology
performance is examined with the various existing methodologies like graph partitioning, schema
level based data partitioning, and scalable workload based data partitioning. Here, the distributed
transactions are validated through the varying number of users like 1000, 2000, 3000, 4000 and 5000
correspondingly. The efficiency in CPU utilization will improve the performance of the OLTP data
transactions. Generally, the OLTP transactions require high data storage for keeping large amount of
data records. The efficiency of the CPU utilization will enhance the performance of data transactions.

6 Conclusion

This paper presented an effective hybrid graph data partitioning with optimized load balancing.
Initially, the data items are partitioned into effective partitions by utilizing hybrid graph partitioning.
Then the partitions efficiency and the average load of the partitions are computed with the corre-
sponding weight factor. Furthermore, optimized load balancing is provided to prove the performance
of data transactions. The presented approach is validated with the standard OLTP benchmark dataset.
The performance of the presented approach is examined, and the performance of the proposed
methodology significantly outperformed them in terms of metrics like throughput, response time,
distributed transactions, and CPU utilization.
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