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Abstract: Alzheimer’s disease (AD) is a kind of progressive dementia that
is frequently accompanied by brain shrinkage. With the use of the morpho-
logical characteristics of MRI brain scans, this paper proposed a method
for diagnosing moderate cognitive impairment (MCI) and AD. The anatom-
ical features of 818 subjects were calculated using the FreeSurfer software,
and the data were taken from the ADNI dataset. These features were first
removed from the dataset after being preprocessed with an age correction
algorithm using linear regression to estimate the effects of normal aging.
With these preprocessed characteristics, the extreme learning machine served
as a classifier for the diagnosis of AD and MCI. For determining accuracy,
sensitivity, specificity, and area under the curve, ten-fold cross validation was
used. The accuracy of AD diagnosis was 87.62 percent on average after 100
runs, while the area under curve was 94.25 percent. The sensitivity of the MCI
diagnosis was 83.88 percent, while the accuracy was 73.38 percent. The age
correction can help diagnose MCI more accurately. The outcomes showed
that the proposed strategy for diagnosing AD and MCI was more effective
than existing methods.
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1 Introduction

Alzheimer’s disease (AD), usually affects the 60%∼70% elderly, especially those over 65 years
old [1]. Patients with this disease usually have progressive cognitive decline, language barriers and
disorientation, which affect the health and safety of the elderly to a large extent, and patients must
be closely cared for. It causes a great burden on families. In 2015, about 30 million people worldwide
suffered from AD, and this number is expected to triple in the next 40 years [2]. The number of AD
patients will increase year by year, and there is no effective drug or method to treat the disease or
prevent the deterioration of the disease. Once a patient is diagnosed with Alzheimer’s disease, most of
the treatments will be the development of the disease in a continuous way, and its pathogenesis can be
roughly divided into normal people (NC), mild cognitive impairment (MCI), and finally AD. If the
patient’s condition (such as the diagnosis of MCI) can be found before the onset of the disease, and if
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it is intervened and treated, it can slow down its process, reduce the probability of onset or delay the
onset time. Therefore, for AD early diagnosis and onset prediction of the disease are very important,
which can not only reduce the family burden of patients, but also reduce the consumption of social
resources in general [3].

The AD is characterized by the loss of neurons and synapses in the cerebral cortex and certain
subcortical regions, and severe atrophy of affected brain regions, such as the temporal lobe, parietal
lobe, and parts of the frontal cortex and cingulate gyrus affected by the disease, it degenerates,
especially in the hippocampus region, during the pathogenesis, there will be obvious sclerosis and
atrophy. Through magnetic resonance imaging (MRI) technology, it can be found that in the brain
of patients with AD compared with healthy people, the volume and shape of specific regions of the
body changed significantly [4]. As shown in Fig. 1, after the registration of the two types of MRI, it
can be found that the patient’s brain has obvious atrophy compared with the normal person’s brain
[5]. Therefore, the brain image is used to analyze the brain atrophy to diagnose AD. The disease
is feasible, but in the onset of the disease, brain atrophy is a gradual process, relatively subtle and
imperceptible in the early stage, and considering individual differences, as well as age-related factors.
The normal atrophy of the brain indicates that the brain atrophy caused by the disease in the early
stage is difficult to detect, and how to diagnose AD earlier is the key to delaying the development
of the disease. At present, the commonly used data types for automatic diagnosis of Alzheimer’s
disease include magnetic resonance imaging [6,7], positron emission tomography [8,9], diffusion tensor
imaging [10,11], spinal fluid protein. Among them, the MRI has the advantages of non-invasive,
moderate cost and high-resolution imaging, and is the most commonly used data for automatic
diagnosis of AD [12–16]. In analyzing MRI images used to diagnose the AD, the traditional method
is to extract the volume of region of interest (ROI), gray matter thickness from MRI images, or select
high-discrimination from a large number of three-dimensional voxel values. The Voxel values are
used as features, and these features are directly applied to classifiers such as support vector machines
(SVM) to diagnose AD. These methods lack global information (only use ROI volume or gray matter
thickness) or morphological information (use voxels) [17,18], and the accuracy of diagnosing AD is
mostly less than 85%, and the performance needs to be improved.

Figure 1: Brain comparison of patients after registration. (a) Normal, (b) patients with AD

Reference [19] preprocessed the fMRI data and performed a two-sample T-test to analyze the
location of the lesion area, then used Kernel Principal Component Analysis (KPCA) to extract
features, and combined with the Adaboost algorithm to classify AD. Reference [20] divided each
subject’s brain fMRI image into 116 brain regions according to the existing automatic anatomical
labeling template, and constructed the whole brain functional connectivity matrix by extracting the
time series of each brain region, and then used KPCA Feature extraction is carried out, and finally
AD classification is realized by Adaboost algorithm. Both of the above methods use KPCA to
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extract image features. Although KPCA can extract nonlinear features of images, it cannot extract
deep features of images. Reference [21] adopted a transfer learning convolutional neural network
PfSE.CTLA mathematical model in which the ImageNet dataset is used to pre-train VGG-16 and then
classify AD, Normal Control (NC) and Mild Cognitive Impairment (MCI) patients. Reference [22]
customized a convolutional neural network using Positron Emission Computed Tomography (PET)
and Magnetic Resonance Imaging (MRI) dual modalities as input, and obtained the features from
the Mini-Mental State Examination (MMSE) and the Clinical Dementia Rating (CDR) were fused,
and the features were input into the CNN to realize the classification of AD, NC and MCI. Most of
the research content of the above papers is to classify AD, NC and MCI. This classification method
cannot accurately diagnose which stage of AD the patient is in. Because there is a subjective memory
decline (SMD) stage between NC and MCI, and MCI patients are divided into early mild cognitive
impairment (EMCI) and late mild cognitive impairment (LMCI), due to the small changes in the
brain structure of AD patients in adjacent developmental stages, it is difficult to extract effective
classification features, so classification is difficult.

This study proposes an automatic diagnosis method based on MRI. The main contributions are
as follows.

• The volume, area and thickness of all brain tissue structures are used as features, processed by
an age correction algorithm.

• Extreme learning machine classifiers are deployed for intelligent auxiliary diagnosis of normal
people and MCI.

• By estimating the impact of normal ageing on brain atrophy and offsetting this impact from
the aforementioned anatomical features of the brain, it reduces the error brought on by factors
associated with normal aging.

2 Methodology

In this study, the anatomical features of MRI brain images (volume, area and thickness of
various brain tissues) calculated by the open source software FreeSurfer were used, and age correction
algorithms were used to reduce the influence of natural atrophy factors with age on these features.
The sample set is used to train the extreme learning machine algorithm, and then the test sample set
is classified and diagnosed to verify the diagnostic effect of the algorithm, as shown in Fig. 2. Finally,
through ten-fold cross-validation, the MRI data in the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) database were used to test the performance of this method in the diagnosis of AD.

2.1 Dataset
The ADNI is an international public database of AD research. In 2004, it invested 67 million

US dollars to recruit more than 800 volunteers for long-term follow-up [23], collected and analyzed
thousands of brain images, gene maps, blood and blood samples. The purpose of biomarkers in spinal
fluid is to study the pathogenesis of the disease and find effective treatments, and these data have
been made public to researchers around the world. In 2011, the ADNI invested another $67 million
to conduct a new round of volunteer recruitment and data collection, called ADNI2. At present, the
work of ADNI2 has been completed, and the third phase of the project, ADNI3, is in progress. This
study used the magnetic resonance data of some test subjects in the ADNI1 standard database for
experiments, including 188 patients, 229 normal people and 401 mild cognitive impairment patients,
a total of 818 patients, and their statistical data are shown in Table 1.
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Figure 2: Proposed framework

Table 1: Statistical analysis of various types of patients

Parameter MCI NC AD

Number of people 401 229 188
Age range (years) 55 to 89 60 to 90 55 to 91
Male/Female 258/143 119/110 99 to 89

FreeSurfer is a free magnetic resonance data processing software package jointly developed
by Harvard-MIT Department of Health Sciences and Technology and Massachusetts General
Hospital [24], which can perform automatic cortical and subcutaneous nuclei segmentation, as shown
in Fig. 3. In this study, the 4.3 version of the software was used to analyze the magnetic resonance
images of the above objects to obtain anatomical features. These features were obtained by FreeSurfer’s
automatic segmentation of various regions of the cerebral cortex, including the volume of each region.
There are 325 features in total, such as surface area, average thickness and standard deviation of
thickness. These characteristic values can be downloaded directly from the ADNI website (http://
adni.loni.usc.edu/).

Figure 3: Brain illustration via FreeSurfer

http://adni.loni.usc.edu/
http://adni.loni.usc.edu/
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2.2 Age Correction
Some literatures have pointed out that with normal aging, some areas of the brain will naturally

atrophy [25], and with the increase of age, the cerebral gray matter volume and age show a linear
relationship with a negative slope. This shrinking phenomenon is similar to brain shrinkage in AD.
Therefore, in the test subjects of different ages, the atrophy of their brains is not entirely caused by
AD, but also partly due to natural atrophy caused by aging.

In order to reduce the confounding of age-related atrophy, this study reduces the error caused by
normal aging factors by estimating the effect of normal aging on brain atrophy [26], and offsetting this
effect from the aforementioned anatomical features of the brain. The suggested method for diagnosing
AD simply makes use of readily available and inexpensive MRI data.

In order to estimate the atrophy effect of normal aging, first select the characteristic data of N
normal people, and form the values of all normal subjects of the mth characteristic into a vector
[y1m, . . . , ynm, . . . , yNm]T, and then perform linear regression fitting to obtain the straight line y = ax+b,
where a, b are real numbers. The linear relationship between a certain feature and age can be obtained
from this model, that is, the changing trend of a certain feature with age can be known from the
coefficient a.

By doing the same operation on all the features of the MRI brain image, the relationship between
all the features and age can be estimated. The age of all subjects is composed of age matrix X, the
characteristics of all normal people are composed of feature matrix Y, and the coefficient matrix β is
set. They are expressed in Eqs. (1) to (3) as follows:
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1
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In the formula, N is the number of normal subjects, and M is the number of characteristic values.

Then, linear regression fitting is performed, and the fitting goal is to establish a linear regression
model, that is expressed in Eq. (4):

Y = Xβ + ε (4)

In the formula, ε is the fitting error, Y is the feature matrix, and β is the coefficient matrix.
According to the principle of least squares linear fitting, to make

∑
ε2 the smallest, the solution of the

optimal coefficient matrix β is expressed in Eq. (5):

β = (
XTX

)−1
XTY (5)

After obtaining β, the linear relationship a1, a2, . . . , aM between all features and age can be
obtained from it. Then, according to this relationship, use the following formula to remove the age
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factor in the characteristics of all experimental subjects, and calculate a new characteristic value fnew,nm,
where fnm represents the mth characteristic of the nth subject, and it is expressed in Eq. (6):

fnew,nm = fnm − amxn (6)

2.3 Extreme Learning Machine
After age correction as described above, the characteristics of all subjects were used for the

computer diagnosis of AD. The extreme learning machine is used as a classifier to distinguish different
object category groups [27]. It is a single hidden layer neural network that can be used for classification,
regression and clustering purposes. Different from other traditional neural networks that use error
backpropagation, it first generates and fixes the input layer coefficients, and directly calculates the
output layer coefficients according to the input and output values of the training data during the
training process. Its advantage is that the training speed is fast, and its classification effect is better
than that of the usual support vector machine [28].

The principle of extreme learning machine is shown in Fig. 4, where the neural network has only
one hidden layer. The variable x represents the feature vector of an input sample, and the output of the
ith node in the hidden layer is hi (x) = G (ai, bi, x), where ai and bi are the input layer coefficients, and
G (x) is the mapping functions, such as G (ai, bi, x) = sigmoid

(
aT

i x + bi

)
. The output of the L nodes in

the hidden layer is formed into a vector h (x) = [h1 (x) , . . . , hL (x)]. The result of the extreme learning
machine output is f (x) = h (x) β, where β = [β1, β2, . . . , βL]T is the output layer coefficient.

Figure 4: Extreme learning machine architecture [28]

The training process of extreme learning machine can be divided into the following three steps:

Step 1: Randomly generate input layer coefficients ai and bi.

Step 2: Calculate the hidden layer output matrix H = [h(x1), h(x2), . . . , h (xN)]T, where N
represents the number of training samples.

Step 3: Assuming that y is the classification label vector corresponding to the N samples, the
optimal solution for calculating the output layer coefficient β should satisfy the constraint of Eq. (7):

min
β

||y − HB||2 (7)

The optimal solution for computing β can be obtained by computing β = H+y, where H+ is the
Moore-Penrose generalized inverse of the H matrix.
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When the training is over, the input layer coefficients ai and bi and the output layer coefficient β of
the neural network have been determined, then the extreme learning machine can classify the test data.
However, because the input layer coefficients ai and bi are randomly generated, the effect is not good.
The improved version of the extreme learning machine adopts the kernel function mapping method
similar to the support vector machine. In the way of using the kernel function, the output vector h (x)

of the hidden layer does not need to be calculated, thus avoiding the randomness of the coefficients of
the input layer. The relationship between the output and input of the extreme learning machine can
be expressed as in Eq. (8):

f (x) =

⎡
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...

K (x, xn)
...

K (x, xN)
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where K (u, v) represents the kernel function, C is the normalization coefficient, xn represents the
eigenvector of the nth sample, x represents the eigenvector of the tested sample, and � represents the
N × N kernel matrix, where each element of can be expressed as �ij = h (xi) .h

(
xj

) = K
(
xi, xj

)
, when

the kernel function is determined, h (xi) .h
(
xj

)
does not need to be calculated, and K

(
xi, xj

)
can be

calculated.

3 Simulation Results
3.1 Simulation Configuration

In this section, the experimental configuration is mentioned. A total of 818 participants had their
anatomical characteristics calculated using the FreeSurfer programme utilizing information from the
ADNI dataset. After being preprocessed with an age correction approach that uses linear regression
to assess the effects of natural ageing, these attributes were initially taken out of the dataset.

3.2 Estimated Results for Age Factors
In the process of age correction, linear fitting was performed using the characteristics of all normal

subjects in the dataset (the number of people was 229). The fitting of some features is shown in Fig. 5,
where the dots represent the characteristic values of each experimental object, and the straight lines
represent the fitting results. It can be seen that the volume and thickness have a downward trend with
age, which is also in line with the conclusion that normal aging will atrophy the brain tissue.

3.3 Comparison of Diagnostic Test Results
In order to test the effect of the proposed method in the automatic diagnosis of AD, 818 subjects in

ADNI1 were used as samples, and each subject had 325 age-corrected characteristics. All subjects were
divided into three groups: patients, mild cognitive impairment and normal people. In the experiment,
patients and normal people with MCI, and normal people and three groups were tested for three
categories at the same time. The test plan uses the ten-fold cross-validation method to conduct the
experiment, that is, all the test objects are divided into 10 equally, 9 of which are used for training
the extreme learning machine, and the remaining 1 is used for testing and diagnosis. It is used for 1
test, and finally the results of all object tests are obtained. In order to ensure the robustness of the
experiment, the above ten-fold cross-validation process was repeated 100 times. Each time the order of
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the objects was randomly scrambled, they were randomly divided into 10 parts, and the average and
standard deviation of the results of the last 100 times were taken as the final result.

Figure 5: Comparison of estimated linear regression. (a) Volume; (b) thickness

The test results were counted as accuracy (ACC), specificity (SPE), sensitivity (SEN) and area
under the curve (AUC). Among them, the accuracy rate represents the probability that the test sample
category is correctly estimated, the specificity represents the probability that the negative sample is
accurately estimated to be negative, and the sensitivity represents the probability that the positive
sample is accurately estimated to be positive. The area under the curve is the area under the receiver
operating characteristic (ROC) curve, and its maximum value is 100%, which is often used to evaluate
the superiority of binary classifiers, as shown in Fig. 6. The experiment was carried out in MATLAB
2014a software, and the test computer platform configuration: CPU was i5 7400, RAM was 8 GB, and
the operating system was Windows 10. The test results are shown in Tables 2–4.

Figure 6: Comparison of the sensitivity of MCI and AD
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Table 2: Comparison of NC and AD classification

Feature ACC (%) SEN (%) SPE (%) AUC (%)

Original feature 87.55 ± 0.50 84.32 ± 0.75 90.23 ± 0.69 93.83 ± 0.16
Original features + age 87.63 ± 0.51 83.94 ± 0.86 90.70 ± 0.57 94.04 ± 0.16
Age-corrected features 87.62 ± 0.44 83.10 ± 0.75 91.38 ± 0.48 94.25 ± 0.16
Age corrected features + age 87.61 ± 0.52 83.06 ± 0.93 91.41 ± 0.54 94.27 ± 0.16

Table 3: Comparison of NC and MCI classification

Feature ACC (%) SEN (%) SPE (%) AUC (%)

Original feature 69.74 ± 0.77 82.42 ± 0.77 47.69 ± 1.35 76.33 ± 0.48
Original features + age 71.19 ± 0.84 83.49 ± 0.72 49.82 ± 1.64 77.61 ± 0.52
Age-corrected features 73.38 ± 0.60 83.88 ± 0.70 55.12 ± 1.33 79.38 ± 0.41
Age corrected features + age 73.24 ± 0.63 83.59 ± 0.70 55.26 ± 1.18 79.46 ± 0.40

Table 4: Comparison of accuracy

Parameter Original feature Original
features + age

Age-corrected features Age corrected
features + Age

ACC (%) 54.15 ± 0.81 54.96 ± 0.82 56.43 ± 0.88 56.62 ± 0.91

It can be seen from the above experimental results that the proposed method can achieve an
accuracy rate of 87.62% for the diagnosis between patients and normal people, and the area under
the curve reaches 94.25%, indicating that the proposed method is effective in AD. It has excellent
performance in classification and diagnosis. The standard deviation of the 100-time verification of the
diagnostic accuracy was only 0.44%, indicating that the results of the method were relatively stable
and robust. It can also reach 73.38% for mild cognitive impairment that is difficult to diagnose, and
its sensitivity reaches 83.88%, indicating that it can better detect the MCI. For the results of the three-
category diagnosis, the accuracy rate is only 56.43%, indicating that there is still room for improvement.
It can be seen from Table 2 that age correction has little effect on the diagnosis of AD, only the area
under the curve increases slightly. However, from Table 3, it can be found that age correction has a
greater improvement in the accuracy of diagnosing MCI, and if age is directly added as a feature to
the original feature, although the performance has a certain improvement effect, the effect than age
correction. After age correction, adding age as a feature has no effect. The age correction also has a
certain improvement effect on the accuracy of the three classifications.

3.4 Comparison with Other Methods
In order to compare the effect of extreme learning machine and other classifiers, this study also

tested two classifiers, support vector machine and random forest, in which support vector machine uses
MATLAB’s own functions svmtrain and svmclassify, while random forest uses a third-party library.
The results of the comparison are shown in Table 5. It can be found that in the diagnosis of AD and
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MCI, the classification method of extreme learning machine has the highest accuracy among the three
classifiers, and the classification effect of random forest is slightly worse than that of extreme learning
machine. The accuracy rate is higher than that of the support vector machine classifier. Table 5 also
compares two other types of methods, such as the method using the volume of the ROI as a feature,
using a support vector machine as a classifier, and extracting features from the hippocampus and
posterior cingulate cortical regions, using principal components analysis and support vector machine
as a classifier method. Compared with these two methods, the proposed method has higher accuracy.

Table 5: Comparison of the proposed algorithm with existing algorithms

Algorithm Accuracy of AD Accuracy of MCI

Reference [12] (ROI) 81.04 ± 6.28 71.27 ± 3.26
Reference [18] (voxel) 83.77 69.45
Random forest 86.81 ± 0.45 72.55 ± 0.66
Support vector machine 82.69 ± 0.89 66.56 ± 0.80
Proposed 87.62 ± 0.44 73.38 ± 0.60

4 Discussion

Currently, the commonly used diagnostic methods for AD are based on the scores of clinical
intelligence test scales, such as the Mini-Mental State Examination Scale, the Clinical Dementia Rating
Scale, the Functional Activity Questionnaire, and the Alzheimer’s Disease Rating Scale. However,
these tests are subject to subjective and random factors that affect the diagnosis of the disease, with
greater error in the diagnosis of mild cognitive impairment. The diagnosis method based on MRI
image has the advantages of being objective and reliable, which helps to improve the accuracy of
diagnosis. Compared with methods that use MRI image ROI volume or image voxel value as features,
the whole brain anatomical features calculated from MRI images can more comprehensively reflect
the brain atrophy pattern caused by AD. It can be seen from the experimental results that based on the
anatomical characteristics of MRI, the age correction combined with the extreme learning machine
diagnosis method in this study has a higher accuracy than the method of using support vector machine
to diagnose MRI images. In the diagnosis of MCI, the proposed method also has good accuracy and
high sensitivity. Sensitivity represents the probability that a real patient is diagnosed as a patient, and
a high sensitivity indicates that the method has a low rate of missed diagnosis, that is, it can efficiently
detect patients with mild cognitive impairment from normal people. Since there is currently no drug
to treat AD, early detection of people with mild cognitive impairment is key. The proposed research
method is of great significance for the high sensitivity of the diagnosis of MCI. It helps therapists
to detect patients in time and implement intervention measures as soon as possible to reduce the
probability of mild cognitive impairment developing into AD or delay the onset of the disease.

The authors used MRI image features to diagnose mild cognitive impairment, and the accuracy
rates were 71.27% and 69.45%, respectively. The anatomical features of MRI and the diagnostic
performance of features plus age were similar. However, after processing the original features by the
age correction algorithm in this study, the diagnostic accuracy was again improved to 73.38%, which
is higher than the methods, indicating that the age correction algorithm is indeed helpful to improve
the diagnostic accuracy of MCI. From the experimental results in Table 2, this method is less helpful
for the diagnosis of AD, while the results in Table 3 show that this method has a greater effect on the
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diagnosis of MCI. The reason may be that: AD patients have more severe atrophy, and the proportion
of atrophy caused by age factors is smaller, while those with MCI have less atrophy, and the proportion
of atrophy caused by corresponding age factors is higher. Therefore, excluding the age factor in the
diagnosis of MCI can greatly improve its accuracy. The results also indicate that in the diagnosis of
MCI, the interference factors caused by normal aging will have a greater impact on the diagnosis
results, and reasonable methods should be used to offset or reduce the interference.

It is more practical to classify patients, MCI and normal people into three categories, but its
classification is also more difficult. Some studies have compared the results of 29 algorithms on three-
classification [29], only one algorithm has an accuracy rate of more than 60%, and the accuracy of
some algorithms is close to a random classifier, which shows the difficulty of three-classification. In
this method, the original features were first used for three classifications, and the accuracy of diagnosis
was only 54.15%, and the accuracy of three classifications was increased to 56.43% after adding age
correction. Although the accuracy rate is not high, the practice of using age correction to improve the
accuracy of three-category diagnosis has certain reference value [30].

The proposed method for diagnosing AD only uses MRI data that is relatively inexpensive and
easy to obtain. To improve the accuracy of diagnosis, multimodal data fusion can be used to combine
the useful features of various medical images. Although the diagnostic accuracy was only 81.04%
when only MRI was used, after the fusion of positron emission tomography data and MRI data,
the accuracy was increased to 91.4%. Therefore, the use of multimodal data fusion to improve the
diagnostic accuracy is the future research direction of the author.

5 Conclusion

This study proposes a computer-based automatic diagnosis method for AD based on the anatomi-
cal features of structural magnetic resonance brain images. Through the training of age-corrected and
extreme learning machine classifiers, and verified on the data of ADNI database, the accuracy of
diagnosing AD can reach 87.57%, and the diagnosis of MCI can reach 73.38%, the sensitivity reached
83.88%, which is of great significance for early detection and prevention of AD. The accuracy of the
proposed method in three-classification needs to be improved, and using multimodal input to improve
the accuracy of three-classification will be the direction of improvement in future research.

The suggested approach for diagnosing AD simply makes use of MRI data, which is accessible
and reasonably priced. Multimodal data fusion can be used to integrate the beneficial elements of
diverse medical pictures to increase the accuracy of diagnosis. When using simply MRI, the diagnosis
accuracy was only 81.04%; however, after combining MRI and positron emission tomography data,
the accuracy was enhanced to 91.4%. Therefore, the author’s intended future research focus is on using
multimodal data fusion to increase diagnostic precision.
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