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Abstract: In order to improve the consistency between the recommended
retrieval results and user needs, improve the recommendation efficiency, and
reduce the average absolute deviation of resource retrieval, a design method
of intelligent recommendation retrieval model for Fujian intangible cultural
heritage digital archive resources based on knowledge atlas is proposed.
The TG-LDA (Tag-granularity LDA) model is proposed on the basis of the
standard LDA (Linear Discriminant Analysis) model. The model is used to
mine archive resource topics. The Pearson correlation coefficient is used to
measure the relevance between topics. Based on the measurement results, the
FastText deep learning model is used to achieve archive resource classifica-
tion. According to the classification results, TF-IDF (term frequency–inverse
document frequency) algorithm is used to calculate the weight of resource
retrieval keywords to achieve resource retrieval, and a recommendation model
of intangible cultural heritage digital archives resources is built through the
knowledge map to achieve comprehensive and personalized recommendation
of resources. The experimental results show that the recommendation and
retrieval results of the proposed method are more in line with users’ needs,
can provide users with personalized digital archive resources, and the average
absolute deviation of resource retrieval is low, the recommendation efficiency
is high, and the utilization effect of archive resources is effectively improved.

Keywords: Knowledge map; intangible cultural heritage digital archives;
intelligent recommendation; search; TG-LDA model; fasttext model

1 Introduction

With the arrival of the digital media era, the intangible cultural heritage industry has gained new
development opportunities. Whether it is non genetic traditional handicrafts or intangible cultural
heritage digital resources, they are constantly integrated with digital media, which also proves that
digital media provides new opportunities and channels for the development of traditional intangible
cultural heritage industry [1]. The intangible cultural heritage involves more than ten categories such
as art, drama and music, and its digital archive resources include text, image, audio, video and other
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forms [2]. Due to different methods of resource collection and processing, different data structures
or types may be generated. In the context of the growing popularity of digital media, in order to
effectively protect and correctly use the rich and complex intangible cultural heritage archive resources,
it is necessary to correctly understand the importance of resource collection, storage, analysis, retrieval
and recommendation, so as to improve the application effect of intangible cultural heritage digital
archives resources [3,4].

In the above context, in order to improve the resource utilization effect, relevant scholars have
carried out a lot of research. Literature [5] proposed a resource recommendation algorithm based on
deep learning. First, extract the user and resource features of the recommendation system, and select
the sum of their feature difference values as the target function of the recommendation system. Then
a generalized regression neural network resource recommendation model is constructed. Considering
the strong dependence of GRNN (generalized regression neural network) training effect on smoothing
factor and kernel function center, differential evolution algorithm is introduced to optimize the
smoothing factor and kernel function center shift factor of GRNN. The minimum feature difference
value solving function is selected as the fitness function of DE (Differential Evolution) algorithm,
and the optimal smoothing factor and offset factor are obtained through multiple crossover, mutation
and selection operations of DE algorithm. Finally, the optimized smoothing factor and offset factor
are used for resource recommendation. The experimental results show that the algorithm has a low
RMSE (Root Mean Square Error) value and can obtain better resource recommendation results, but
the method has the problem of long recommendation time, and the recommended retrieval results
have low compliance with user needs. Literature [6] proposed a design method of digital resources
personalized retrieval system based on Web knowledge discovery. The system uses Web knowledge
discovery, intelligent agent, data mining and other technologies to design user login module, user
interest generation module, optimization of search results and other modules. Through each module,
can obtain the impact of user behavior on interest, update the personalized model, and improve the
retrieval quality of Web digital resources. The experimental results show that this method can provide
personalized resource retrieval services and provide users with some valuable reference materials, but
this method has the problem of large average absolute deviation of resource retrieval. Literature [7]
proposed a resource retrieval method based on RFID (Radio Frequency Identification) technology,
which uses open source RFID middleware to establish a key logical storage structure, and then
combines the main classification function to complete resource classification and processing. On this
basis, a new resource naming rule is defined, the necessary execution process of resource retrieval is
improved according to the known mapping model, and the design and application of the resource
retrieval method based on RFID technology are realized. The experimental results show that, with
the support of RFID technology, the maximum level of the resource query threshold index of this
method is relatively low, which meets the practical application requirements of error free retrieval of
resource information, but the recommended retrieval results are less consistent with the user’s needs.
A point of interest recommendation algorithm based on the combination of location category and
social network, CSRS, first obtains the user’s location category preference from the user’s historical
check-in record, and then considers the difference of category preference among friends with tomato
as the research object, the weighing method is used to measure the real-time transpiration of crops,
and the greenhouse microclimate data is obtained in real time through the deployment of sensors,
including air temperature (AT), relative humidity (RH), light intensity (LI) as the model’s microclimate
environment input, and the canopy relative leaf area index (RLAI) as the model’s crop growth input.
On this basis, A prediction model of tomato transpiration based on Long short term memory (LSTM)
was proposed Aiming at the challenges of sparsity of sign in data and dynamic user interest, a time
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aware interest point recommendation algorithm based on LBSN dynamic heterogeneous network is
proposed. Session node type is added to LBSN heterogeneous network model Through dynamic meta
path, time information, location information and social information are effectively integrated into the
semantic relationship between users and interest points The set of dynamic element paths between
users and interest points is set, and a method to calculate the preference degree of dynamic path
instances is proposed. Matrix decomposition model is used to decompose different dynamic preference
matrices According to the user feature matrix and interest point feature matrix of different dynamic
meta paths, the recommended list of interest points visited by users at target time is obtained.

Aiming at the above problems, this paper focuses on the research of Fujian intangible cultural
heritage digital archives resources, and proposes a design method of resource intelligent recom-
mendation retrieval model based on knowledge atlas. The difference between this method and the
traditional method is that it realizes the classification of resources through topic mining and relevance
measurement, which improves the comprehensiveness of resource retrieval. Through the construction
of digital archive resource knowledge map, the personalized recommendation of resources is realized.

2 Design of an Intelligent Recommendation Retrieval Model for Digital Archive Resources

Under the support of digital media and modern information technology, build the intangible
cultural heritage digital archive resource information management center, unify and standardize the
relevant archive data resources, give full play to the advantages of the big data platform of joint
management, sharing and supervision of data between different institutions and departments, which
is conducive to the optimal management and maintenance of archive data, and provide good technical
support for the protection, preservation, standardized management and legal use of intangible cultural
heritage digital archives.

2.1 Classification of Digital Archive Resources
Due to the huge type and quantity of resources in the platform, how to effectively classify these

resources is the key to affecting resource recommendation and retrieval. Therefore, in order to improve
the efficiency of retrieval and recommendation, the digital archive resources should be classified first.
Generally, recommendation is to find the most interesting items on the basis of classification results.
Recommendation is implemented on the basis of classification. Therefore, the recommendation results
are optimized and improved through resource classification.

2.1.1 Archive Resource Theme Mining Based on TG-LDA Model

The LDA (Latent Dirichlet Allocation) model is a three-layer Bayesian probability model. The
LDA model overcomes the shortcomings of the traditional Vector Space Model (VSM) based model-
ing, such as too high and extremely sparse text dimensions, and ignoring text semantic information. In
this model, archive resources are viewed as texts, different themes are formed through different texts,
and texts are viewed as a mixture of potential themes, which are probability distributions in word
space. By viewing potential themes as soft clusters of word features, the content of digital resources is
summarized from a more abstract level.

However, when the standard LDA model is applied to the classification of cross type digital
archive resources, it is unable to effectively mine and distinguish the sharing and unique topics between
different fields. Therefore, this paper proposes the TG-LDA model based on the standard LDA model.
This model is a model for mining training data and test data sharing and unique potential topics
by expanding the parameters of the LDA model. It realizes the classification of cross type archive
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resources by mining and sharing potential topics as a bridge for text classification knowledge transfer.
TG-LDA model is shown in Fig. 1.
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Figure 1: Schematic diagram of TG-LDA model

In Fig. 1, the inner rectangle represents the repeated sampling process, that is, word packets, and
the outer rectangle represents the topic distribution φ generated from n text. According to the topic
distribution, m feature words are generated from the text one by one. Parameter α obeys Bernoulli
distribution and is used to control the value of decision random variable β. By introducing new
decision random variables into LDA model and jointly modeling training and test data, two types of
potential topics can be effectively introduced into the data generation process. The generation process
is transformed into a probability model, and the following joint probability distribution is obtained,
as shown in Formula (1):

f (φ, r, p|α, β) =
n∏

i=1

f (ri|φ)
α f (pi|φ)

β (1)

In the TG-LDA model, the co-occurrence relationship between text s and feature word c is
associated with potential topic T , and T is sampled from the shared topic set and the unique topic set
of training data and test data. The sampling process is controlled by the introduced decision random
variable β = {0, 1}, and the decision variable β controls the type of potential topic from which the
current word is generated.

The derivation of super parameters of TG-LDA model is mainly realized by Gibbs Sampling
method. The sample closest to the probability distribution value is extracted by constructing a Markov
chain [8] that converges to the target probability distribution. The posterior estimates of the text topic
distribution φs and topic feature distribution δc in the final model are obtained through derivation:

φs = ms,i + α

ms + Zα
(2)

δc = mc,i + β

mc + Zβ
(3)

where, ms,i represents the number of words allocated to topic i in text s; ms means all words of the text
s assigned to the subject i; mc,i represents the frequency of the word c assigned to topic i; mc represents
all the words assigned to topic i.

2.1.2 Measurement of Inter Topic Relevance

After mining the sharing and unique potential themes of training data and test data through the
TG-LDA model, it is necessary to calculate the correlation between the two types of unique potential
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themes and the shared theme, so that the shared theme can be used as a bridge for knowledge migration
to achieve the classification of test data. This is because there is no co occurrence relationship between
the unique themes of training data and test data, and the similarity between them cannot be directly
measured by similarity. However, if the unique topics of two data are associated with many of the same
shared topics, there may be semantic correlation between them. Therefore, the relationship between
the two types of unique topics can be established through the correlation between unique topics and
shared topics, and then the test data can be classified based on the unique topics of shared topics and
related training data.

For the correlation between unique potential topics and shared topics, this paper uses the Jensen
Shannon distance [9] (Jensen Shannon Divergence, JSD) between the distribution of shared topics on
the text and the distribution of unique topics on the text as a similarity measure between shared topics
and unique topics. JSD is widely used to calculate the similarity between two probability distributions.
Specifically, for two discrete probability distributions P1 and P2, Jensen Shannon between them is
defined as:

JSD (P1, P2) = (KLP1 + KLP2)/M (4)

where, KL represents the Kullback Leibler distance between two probability distributions. By using
Jensen Shannon distance as the similarity measurement, the similarity Sim (Ik, Iu) between shared
theme Ik and unique theme Iu is defined as:

Sim (Ik, Iu) = 1
JSD (P1, P2) + KL (Ik, Iu)

(5)

According to Formula (5), the larger the value of Sim (Ik, Iu), the smaller the JSD of shared theme
Ik and unique theme Iu, and the greater the correlation between them.

After obtaining the correlation between the unique theme and all shared themes, it is necessary
to infer the relationship between the unique theme of training data and the unique theme of test data
according to the calculated results. This paper mainly uses Pearson Correlation Coefficient (PCC)
to calculate the correlation between them. Pearson correlation coefficient is often used to measure
the linear correlation between two random variables. By using Pearson correlation coefficient, the
correlation Sim

(
Ik

i , Iu
i

)
between the unique theme Ik

i of training data and the unique theme Iu
i of test

data can be obtained. The calculation formula is defined as:

Sim
(
Ik

i , Iu
i

) = Sk − Su√(
Ik

i + Iu
i

) (
Ik

i − Iu
i

) (6)

where, Sk and Su represent the average similarity between Ik
i and Iu

i of training data and test data
and all shared topics respectively. According to the nature of Pearson correlation coefficient, if the
Sim

(
Ik

i , Iu
i

)
value is positive, it means that the unique themes of training data and test data have high

or low similarity with many shared themes at the same time, while the Sim
(
Ik

i , Iu
i

)
value is negative,

which means that the unique themes of one data have high similarity with some shared themes, while
the unique themes of another data have low similarity with these shared themes. Through the above
calculation, the unique theme set of training data with the highest correlation coefficient with the
unique theme of test data can be obtained, thus realizing the measurement of the correlation between
the themes of digital archive resources.
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2.1.3 Realization of Digital Archive Resource Classification

Based on the above calculation results, this paper proposes a fast classification method of digital
archive resources based on the FastText deep learning model [10]. This model is a text classification
depth learning model based on the CBOW (Continuous Bag-of-Word Model)framework of word2vec.
As shown in Fig. 2, FastText model is divided into three layers of training graph structure: input layer,
hidden layer and output layer. The input layer is the initialization vector, and n-gram features are added
to the vector to enhance the integrity of resources. The average value of each resource vector is obtained
through the hidden layer, and the weight parameters are updated according to the optimizer and
gradient descent algorithm. Finally, the loss function and the corresponding classification category
are calculated.

Input layer:
Initialize

vector
Hide layers

Output layer:
Average
value of
resource
vector

Resource type

Softmax

Figure 2: Schematic diagram of FastText model

FastText model uses a hierarchical classifier (rather than a flat architecture), and different
categories are integrated into the tree structure. In text classification tasks with many categories, the
calculation of linear grade is very complex. In order to improve the running time, the FastText model
uses Softmax layering technology. This technology is based on Huffman coding, and is mainly used
to encode text data labels, which can effectively shorten the training time. The training process of
FastText is shown below.

Input: text s and characteristic word c; Select loss function gloss; Set learning rate h

Output: output digital archive resource category

1. Preprocess the text s, and add a label at the end of each line;
2. Set loss function gloss and learning rate h, and select category output;
3. Train according to gradient descent algorithm, and update the weight of text s and feature

word c;
4. After the training, the classification model is obtained;
5. Realize the classification of digital archive resources.

2.2 Intelligent Retrieval of Digital Archive Resources
Based on the classification results of digital archive resources, further calculate the keyword weight

of resource retrieval, and use TF-IDF (term frequency–inverse document frequency) algorithm to
complete the keyword weight calculation of digital archive resources retrieval. This algorithm can
evaluate the importance of keywords. The more keywords appear, the more important they are; The
fewer keywords appear, the less important they are. If want to indicate that a keyword has strong
category discrimination, it appears more often in a digital archive resource type, but less often in other
digital archive resource types.
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TF is used to measure the number of times a keyword is presented in a digital archive resource type.
Set the specified digital archive resource type to be described by Ij; The importance of any keyword kj

in it is described by formula (7):

η
(
kj

) =
n∑

j=1

n∑
k=1

Ij

(
tj,k × Nj,k

)
(7)

where, tj,k represents the frequency of keyword presentation; Nj,k represents the total number of all
keyword presentation frequencies.

IDF is used to measure the universal importance of a keyword. The weight of the keyword can be
obtained by the total number of digital archive resource types. The specific calculation formula is:

W
(
kj

) = log10 (Nd − Nk) × η
(
kj

)

N
(8)

where, Nd represents the total number of digital archive resource types; Nk represents the number of
digital archive resources with keywords. If the keyword does not exist in the digital archive resource,
the denominator is 0.

The formula for calculating the keyword weight of digital archive resource retrieval is as follows:

Wjk =
n∑

j,k=1

W
(
kj

)
(1 − θ) + σwt (9)

where, σ represents the scale parameter; wt represents the total number of keywords presented in a
digital archive resource type; θ represents the overall importance of keywords.

The flowchart of intelligent retrieval of digital archive resources is shown in Fig. 3.
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TF IDF

Figure 3: Flow chart of intelligent retrieval of digital archive resources
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2.3 Personalized Recommendation of Digital Archive Resources
2.3.1 Knowledge Map Construction

Knowledge map [11] is a technology that uses computers to store, manage and present concepts
and relationships between concepts. It can be divided into semantic knowledge maps based on RDF
(Resource Description Framework) storage (that is, associated data) and generalized knowledge maps
based on graph databases. The semantic knowledge map (associated data) focuses on the release and
link of knowledge, while the generalized knowledge map focuses on the mining and calculation of
knowledge. The associated data is the continuation and development of Google’s knowledge map.
The generalized knowledge map studies the combination of graph operations and associated data.
In the field of map, information and digital humanities, semantic knowledge atlas (associated data)
is proposed. In recent years, knowledge atlas has been favored by researchers in various fields for its
advantages such as extensive data collection, comprehensive knowledge coverage, quantitative analysis
of macro, and visualization of data graphs. The research on the industrialization of non heritage
protection has a long history, a large number and many achievements. Using the method of knowledge
atlas to sort out the research results of industrialization of non heritage protection has strong practical
value and theoretical significance for objectively and comprehensively displaying the historical context
of industrialization of non heritage protection research, focusing on research hotspots, exploring
future development trends and optimizing the protection path.

The knowledge map constructed in this study is constructed in a top-down manner. There are
three data sources of the knowledge map, namely, local resources, intangible cultural heritage malls
and resources in digital museums. The three resources are structured data, which is very helpful to
form the knowledge map of intangible cultural heritage digital archive resources. The flowchart of the
knowledge diagram construction is shown in Fig. 4.

Local resources

Intangible cultural
heritage mall

Digital museum

Resource pool

Semantic analysis

Keyword extraction

Resource contact

knowledge graph

Figure 4: Flow chart of knowledge map construction

Taking local upload as an example, the local uploaded intangible cultural heritage digital archive
resources require filling in the title, description and content. Resource content can be in the form of
video or text to form a complete resource description library. After semantic analysis of the resource
description database through semantic analysis tools, keyword extraction is carried out. Keyword
extraction is calculated according to the frequency of keywords appearing in digital archive resources
and the different weights of their positions. Keyword weights are sorted from large to small as topics,
descriptions and contents. The co word analysis method is used to find the relationship between
resources, and the newly added resource needs are compared with all resources to find related resources
to form a new knowledge map. The content in the resource package is a structured xml file, so it can
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be uploaded as a whole to form a knowledge map. However, due to the large content of the resource
package and the large number of keyword matches, it takes a long time. In order to solve this problem,
resources are uploaded in batches, that is, resources are uploaded according to the classification results
of digital archives. In this way, multiple resource networks or resource databases will be formed, and
the resource database associated with resources is a knowledge map, which will be finally displayed to
users through web page programming language.

2.3.2 Recommendation Model of Intangible Cultural Heritage Digital Archive Resources Based on
Knowledge Map

The previous section introduced the construction of the knowledge map of digital archive
resources, which mainly introduced the design process of the recommendation model based on
the knowledge map. The recommended method is designed completely based on the relationship
between digital resources. The knowledge map gathers intangible cultural heritage digital archives
resources into a knowledge network. However, the process of drawing the knowledge map in this
study is to match keywords through semantic analysis [12] to form the relationship between resources.
Due to the limitations of current semantic analysis research, there may be no common keywords
between some knowledge points, In addition, considering the particularity of the knowledge map, the
recommended model of intangible cultural heritage digital archive resources based on the knowledge
map is developed as shown in Fig. 5 .

Knowledge graph

Direct association

Indirect association

Directre source
weight

Indirectre source
weight

Resource score Recommended list

Co word relation

Coupling relation

Key
words

Resource
score Visits

Key
words

Resource
score Visits

Figure 5: Schematic diagram of recommendation model based on knowledge map

It can be seen from Fig. 5 that the resources in the knowledge map are divided into two types:
direct association and indirect association. The resources that are directly associated are two resources
with common keywords. There are direct connections on the knowledge map, which are called co word
relationships; Indirect association means that two resources are directly related to the third resource, so
there is no direct connection between the two resources in the knowledge map, which is called coupling
relationship. Each resource may have multiple resources that are directly and indirectly related to it.
The recommendation process is mainly the process of arranging and displaying these resources. Similar
to search engines, users try to recommend the most relevant web pages to the top when searching for
problems, and rank the resources. The scoring principle is to take a weighted approach to the impact
factors.



686 IASC, 2023, vol.37, no.1

In this study, the keyword weight of intangible cultural heritage digital archive resource rec-
ommendation process is slightly different from the resources of co word relationship and coupling
relationship:

(1) The influencing factors of co word relationship include the number of key words, the score of
digital resources, and the number of visits. The number of key words is the number of common
keywords contained in the two resources of the co word relationship. The more common
keywords are, the stronger the correlation is; The resource score is the score of the directly
connected resource itself, and the score of the resource is calculated by the same method.
The higher the score, the higher the value of the resource, and it is recommended in the front
position; The number of visits refers to the number of times the resource is accessed by users.
The number of visits represents the degree of interest in the resource.

(2) The resources in the coupling relationship are not connected directly, so there is no key word
number in the influence factor [13–15]. The score of coupling resources is added. Coupling
resources are the link between the two resources, so the score of coupling resources has a
strong impact on the two resources. In this way, the sum of the product of the score of the
direct resource impact factor and its weight, and the sum of the product of the score of the
indirect resource impact factor and its weight, will be multiplied by the sum of the weights of the
direct resources and the coupling resources to obtain the score of each type of resources. Rank
the resources according to the final score, and push the resources to the corresponding page
according to the high and low order to achieve personalized recommendation of intangible
cultural heritage digital archive resources [16,17].

3 Experimental Analysis

In order to verify the effectiveness of the design method of intelligent recommendation retrieval
model for Fujian intangible cultural heritage digital archives resources based on knowledge atlas, the
data set uses the digital archives resources data of a library in Fujian Province, and this paper conducts
experimental research with the conformance of retrieval results with user needs, recommended list
generation time, and average absolute deviation as test indicators.

3.1 Experimental Environment Design
First, the test environment for intelligent recommendation retrieval of digital archive resources is

constructed, including the software environment, the test end and the server. The specific experimental
parameters are shown in Table 1.

Table 1: Experimental parameter setting

Parameter Specifications

Test framework GOJAND1.0
Testing environment CharmPy
Memory 32G
Hard disk RDD3
Middleware Mqrabbit
Adapter IGENC
Operating system Windows 10
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The constructed test environment is used to carry out the intelligent recommendation retrieval
experiment of digital archive resources. In order to ensure the contrast of the experimental results,
the traditional literature [5] method is compared with the literature [6] method to compare the
performance of the three intelligent recommendation retrieval methods of digital archive resources.

3.2 Result Analysis
The judgment of intelligent recommendation retrieval performance is mainly based on the

conformity between the intelligent recommendation retrieval results of digital archive resources and
user needs. The higher the compliance, the better the performance of intelligent recommendation
retrieval. The methods of the literature [5], the literature [6] and the proposed methods are used to
test respectively. Three different methods are used to recommend digital archive resources for users,
and the conformity of the recommended retrieval results of the three methods with the user’s needs is
compared. The test results are shown in Fig. 6.
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Figure 6: Comparison of the compliance between recommended search results and user needs

It can be seen from Fig. 6 that with the increase of digital archive resources, the conformity of
recommended retrieval results of the three methods with user needs shows a gradual downward trend.
Among them, the conformity of literature [5] method and literature [6] method is relatively close, while
the conformity of the proposed method is higher, and its minimum value remains above 0.65. Through
comparison, it can be seen that the recommendation and retrieval results of the proposed method are
more in line with user needs and can provide users with personalized digital archive resources. This is
because this method proposes the TG-LDA model based on the standard LDA model. This model is
used to mine archive resource topics. Pearson correlation coefficient is used to measure the correlation
between topics.

As digital archive resources are increasing at an alarming rate, how to quickly search and
recommend massive resources is a key indicator to measure the application performance of different
methods. Comparing the recommended list generation time of the literature [5] method, the literature
[6] method and the proposed method, the results are shown in Fig. 7.

It can be seen from the analysis of Fig. 7 that when the proposed method is used to recommend
digital archive resources for users, the time taken to generate the recommended list is within 20 s; When
using the literature [5] method to recommend digital archive resources for users, the longest time to
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generate a recommended list is up to 42.5 s; When using the literature [6] method to recommend digital
archive resources for users, the longest time to generate a recommended list is 34.2 s. By comparing
the test results of three different methods, it can be seen that the proposed method can generate a
recommendation list for users in a short time, because the method classifies resources through the
TG-LDA model before recommendation, which shortens the time used to generate the list and verifies
the high recommendation efficiency of the method.
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Figure 7: Comparison results of recommendation list generation time

The retrieval accuracy is a key indicator to evaluate the quality of resource retrieval. The average
absolute deviation existing in resource retrieval is taken as the measurement indicator. The average
absolute deviation can more intuitively display the quality of resource retrieval, so as to measure the
retrieval quality of different methods. The larger the average absolute deviation is, the lower the quality
of the retrieval results. The calculation formula is as follows:

MAE =

N∑
i=1

|xi − yi|
N

(10)

where, xi represents the actual scores of N users; yi represents the predicted score of N users.

By comparing the retrieval quality of literature [5] method, literature [6] method and the proposed
method with the average absolute deviation, the results are shown in Fig. 8.

It can be seen from the analysis of Fig. 8 that the average absolute deviation of the proposed
method is far less than the average absolute deviation of the methods in literature [5] and literature
[6], and the average absolute deviation always does not exceed 0.2. The smaller the average absolute
deviation is, the higher the retrieval quality of the representative method is. Therefore, the retrieval
quality of the digital archive resources of the proposed method is higher. This method measures the
number of times a keyword is presented in a digital archive resource type through TF, and measures
the universal importance of a keyword through IDF to obtain the weight of the digital archive resource
keywords. In the retrieval process, the resource list is constantly updated and improved, reducing the
average absolute deviation.This is because this method uses FastText deep learning model to achieve
archive resource classification. According to the classification results, TF-IDF algorithm is used to
calculate the weight of resource retrieval keywords to achieve resource retrieval. A recommendation
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model of intangible cultural heritage digital archives is established through knowledge map to achieve
comprehensive and personalized recommendation of resources.
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4 Conclusion

In order to improve the consistency between recommended retrieval results and user needs,
improve the efficiency of recommendation, and reduce the average absolute deviation of resource
retrieval, this paper proposes a design method of intelligent recommendation retrieval model for
Fujian intangible cultural heritage digital archives resources based on knowledge maps. The main
research contents of this method are as follows:

(1) The TG-LDA model is used to mine archive resource topics, Pearson correlation coefficient
is used to measure the relevance between topics, and FastText deep learning model is used to
achieve archive resource classification, reducing the complexity of resource retrieval recom-
mendation.

(2) TF-IDF algorithm is used to calculate the weight of resource retrieval keywords to achieve
resource retrieval.

(3) The recommendation model of intangible cultural heritage digital archives resources is con-
structed through the knowledge map to achieve comprehensive and personalized recommen-
dation of resources and improve the compliance of recommended retrieval results with user
needs.

(4) The experimental results show that the recommendation and retrieval results of the proposed
method are more in line with users’ needs, can provide users with personalized digital archive
resources, and the average absolute deviation of resource retrieval is low. The time used to
generate the recommendation list is within 20 s, and the recommendation efficiency is high,
which effectively improves the utilization effect of archive resources.
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