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Abstract: The coronavirus (COVID-19) is a disease declared a global pan-
demic that threatens the whole world. Since then, research has accelerated
and varied to find practical solutions for the early detection and correct
identification of this disease. Several researchers have focused on using the
potential of Artificial Intelligence (AI) techniques in disease diagnosis to
diagnose and detect the coronavirus. This paper developed deep learning
(DL) and machine learning (ML) -based models using laboratory findings
to diagnose COVID-19. Six different methods are used in this study: K-
nearest neighbor (KNN), Decision Tree (DT) and Naive Bayes (NB) as a
machine learning method, and Deep Neural Network (DNN), Convolutional
Neural Network (CNN), and Long-term memory (LSTM) as DL methods.
These approaches are evaluated using a dataset obtained from the Israelita
Albert Einstein Hospital in Sao Paulo, Brazil. This data consists of 5644
laboratory results from different patients, with 10% being Covid-19 positive
cases. The dataset includes 18 attributes that characterize COVID-19. We used
accuracy, f1-score, recall and precision to evaluate the different developed
systems. The obtained results confirmed these approaches’ effectiveness in
identifying COVID-19, However, ML-based classifiers couldn’t perform up to
the standards achieved by DL-based models. Among all, NB performed worst
by hardly achieving accuracy above 76%, Whereas KNN and DT compete by
securing 84.56% and 85% accuracies, respectively. Besides these, DL models
attained better performance as CNN, DNN and LSTM secured more than
90% accuracies. The LTSM outperformed all by achieving an accuracy of
96.78% and an F1-score of 96.58%.

https://www.techscience.com/journal/iasc
https://www.techscience.com/
http://dx.doi.org/10.32604/iasc.2023.036840
https://www.techscience.com/doi/10.32604/iasc.2023.036840
mailto:jawad.rasheed@nisantasi.edu.tr


2248 IASC, 2023, vol.37, no.2

Keywords: Artificial intelligence; COVID-19; deep learning; diagnosis;
machine learning

1 Introduction

November 16, 2019, is an unforgettable date that marked human history and changed the world
with the appearance of the first official case of coronavirus disease in Wuhan, the capital of Hubei
province, Chin [1]. Coronaviruses, a virus from the coronaviridae family, is a highly infectious disease
responsible for respiratory and digestive infections in humans [2]. On 11 March 2020, the World Health
Organization (WHO) declared the epidemic coronavirus a global pandemic. Due to the high level of
contagiousness, it affected the entire world’s population in less than three months, thus forcing nations
to implement strict quarantine regulations and countrywide lockdowns. Since the novel coronavirus
COVID-19’s initial incidence in China, it has spread to 230 nations, causing 648,731,533 new cases
and 6,642,900 fatalities globally [3]. Thus, the pandemic greatly impacted the healthcare sector and
caused panic around the globe.

Since its appearance, experts confirm that the best way to protect each other against coronavirus
infection is to wear masks, wash hands frequently, avoid touching faces as much as possible and keep
social distance. Early detection of the coronavirus helps to stop its global spread and increases the
likelihood that infected individuals will recover. The RT-PCR test on respiratory specimens is currently
the diagnostic method that is most frequently employed. However, when used in the early stages of the
infection, the clinicians indicated that this procedure produces a low positive rate. Additionally, the
required manual process is tiresome and difficult for the labor force involved. In addition, there is a
significant risk of contamination for the medical staff, and it takes a while before the test findings
can be disclosed [4]. Such restrictions and limitations encouraged the use of radiography imaging
as a possible substitute for the accurate detection of COVID-19 cases. Various modalities such as
lung ultrasonography, computed tomography (CT) and chest x-ray in particular have been adopted
as quicker and more widely applicable diagnostics. However, due to the pressure placed on sanitary
facilities and medical practitioners by the steadily rising number of cases, they are unable to “manually”
diagnose and cater to patients at large. The deformity can be seen on lung ultrasonography as dense-
shaped pleural lines with the presence of focal, varifocal, and confluent vertical B-lines, and can be
seen as nodular opacities or ground-glass in other radiography imaging [5]. Additionally, the absence
of prior knowledge and experience about the lung region affected by COVID-19 may have an impact
on the accuracy of the diagnosis.

To put an end to the coronavirus pandemic, the race for the miracle cure has been launched,
and scientific research has accelerated, focusing on finding reliable resources that will help the early
and accurate detection of this disease. In this sense, Artificial Intelligence (AI) techniques such as
Machine Learning (ML) or Deep Learning (DL) have been frequently used in the health field to
predict diseases, help doctors make decisions, diagnose pathology, improve patient follow-up, etc., [6].
Today, a variety of issues in the medical industry are being addressed using ML/DL techniques. These
innovative techniques have been exploited in different domains (such as [7] and [8]) and incorporated
into smart medical applications for the diagnosis of diabetes [9], brain tumors [10], tuberculosis [11],
breast cancer [12], pneumonia [13], and blood vessel extraction [14].

Similarly, many ML/DL-based computer-aided diagnosis (CAD) systems and other computer
vision methodologies have been introduced to assist medical practitioners, professionals, clinical
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experts, and doctors in the diagnosis of COVID-19-affected people using different imaging modalities
and clinical tests. Experts developed several intelligent diagnostic applications to detect and identify
COVID-19 using x-ray imaging [15,16], CT scans [17], MRI [18], ultrasound imaging [19] and
clinical tests [1]. Each of these imaging modalities has some pros and cons. Among these modalities,
ultrasonography is most frequently used on children as it is less impacted by patient body movement
[20]. However, ultrasound scans cannot show the entire lung and are unable to show consolidation
that is deep within the lung parenchyma [21]. Additionally, the stomach spleen can occasionally be
mistaken for lung consolidation [22]. Contrarily, a CT scan is considered highly reliable in many
situations, however, due to hazardous radiations it is not advised for routine diagnosis for pregnant
women and children. Additionally, being an expensive imaging technique, it is scarcely used in many
neighborhood healthcare facilities [23]. Radiation risks associated with CT scanning can be avoided by
using MRI. The cross-sectional imaging method used in MRI makes it beneficial for detecting severe
pneumonia patients. The use of anesthesia is often necessary for MRI scanning on young kids who
are unable to participate, which is strongly discouraged. Additionally, it is less useful due to the dearth
of qualified radiologists at nearby healthcare facilities who can interpret the MRI results [24]. The
X-ray imaging technique is widely practiced due to easy access and availability in many medical centers
for identifying various lung-related disorders. In comparison to CT and MRI, it is also faster and
less expensive. However, X-ray is a two-dimensional imaging technique and provides less information
overall than MRI. Therefore, for study utilized clinical test results to propose an intelligent decision-
making system to identify COVID-19-positive cases.

Although there are numerous studies in the literature on the diagnosis of COVID-19-positive cases
and several pneumonia cases using various medical modalities, the majority of these studies used small-
to-medium radiography imaging samples of pneumonia cases that were COVID-19-infected. However,
it is now possible to design and construct more precise and extremely efficient DL-based CAD systems
because of the easy accessibility of advanced computational machines. Many CAD systems’ functions
and contributions have already been well-documented in the literature. Besides these, scientists and
doctors confirm that detecting COVID-19 at an early stage is essential for the treatment and control
of the disease. The immediate isolation of infected patients from the healthy population is a first step
in anticipating a possible rebound in the pandemic and limiting its health, social and economic impact
[25]. Therefore, to diagnose and categorize instances into two classes—normal (uninfected) individuals
and COVID-19-infected pneumonia—we propose an end-to-end ML/DL-based CAD model in this
study. The objective is to develop diagnostic systems through ML models that can make independent
decisions and deliver more precise and accurate results in the lowest amount of time feasible thanks to
the ground-breaking engineering developments. Such models would greatly help doctors and clinicians
in identifying COVID-19 that is excessively contagious.

The contribution of this study is as follows:

• The identification of the most relevant clinical test attributes that contribute to the diagnosis of
COVID-19 cases.

• Presents LSTM-based model for better classification of COVID-19 positive cases from negative
cases.

• A simple but effective diagnostic tool for COVID-19 diagnosis by comparing several ML and
DL classifiers.

• A comprehensive comparison with prior works published in reputable journals.

The paper is divided into six sections. Section 2 outlines the recently published and strongly related
work, while Section 3 briefly describes the technical background of methods used and the collection
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of datasets. Section 4 describes the experimental results whereas Section 5 presents the critical analysis
and comparison with prior studies. The study ends with concluding remarks in Section 6.

2 Related Works

Recently, scientific research has varied in predicting the famous COVID-19 virus by varying the
methods or the type of data used. In some Works, DL-based models were used. Other works were
interested in using ML techniques. In addition, other studies benefit from DL and ML techniques by
combining them. A summary of these studies is shown in Table 1.

Table 1: Overview of COVID-19 identification using machine and deep learning methods

Study Disease AI Classifier Accuracy

[11] -COVID-19 DL LSTM 94.22%
-Tuberculosis
-normal

Bi-LSTM 98.22%

[26] COVID-19 ML SVM 80%
KNN 80%
DT 70%
RF 70%
LR 50%

[27] COVID-19 ML SVM 98.14%
RF 96.29%
KNN 88.89%

[25] -COVID19 DL CNN-VGG19 98.05%
-Pneumonia CNN-ResNet152V2 95.31%
-Lung Cancer ResNet152V2 + Gated Recurrent Unit

(GRU)
96.09%

ResNet152V2 + Bidirectional GRU
(Bi-GRU)

93.36%

[28] -COVID 19
-Pneumonia
-Lung Cancer

DL CNN 87%

[29] COVID-19 DL CNN- DenseNet201 90%
CNN-VGG19 90%
CNN-InceptionResNetV2 80%
CNN-Xception 80%
CNN-ResNetV2 70%
CNN-MobileNetV2 60%
CNN-InceptionV3 50%

(Continued)
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Table 1: Continued
Study Disease AI Classifier Accuracy

[1] COVID-19 DL CNN 88%
LSTM 86.66%
ANN 86.0%
CNN-RNN 85.66%
CNN-LSTM 84.16%
RNN 84.16%

As an example of the study, authors in [1] used six different DL approaches, including Artifi-
cial Neural Network (ANN), Convolutional Neural Networks (CNN), Long-Short Term Memory
(LSTM), Recurrent Neural Networks (RNN), CNNLSTM, and CNNRNN to predict COVID-19
infection. The authors used a dataset from the Israelite Albert Einstein Hospital in Sao Paulo, Brazil.
The performance of these different systems has been tested in terms of accuracy, A-ROC curve,
precision, recall, and f1-score. The obtained results were promising and proved their effectiveness in
predicting COVID-19 by reaching an accuracy of 86.66% by the LTSM method. In [26], authors tested
different ML techniques like Logistic Regression, KNN (with K = 5), Decision tree (DT), Random
Forest, and the SVM to predict the clinical severity of the coronavirus among different COVID-
19 cases. The authors used a private dataset from Wenzhou Central Hospital. The best result was
obtained by the SVM method giving an accuracy of 80%. The authors of [25] present a combination
of X-ray and CT (computerized tomography) images to predict and differentiate COVID-19 from
pneumonia and lung cancer diseases using different DL approaches as classification methods. The
authors used different combinations of models of the famous DL CNN methods. As a result, this
research gave promoted results that reached an accuracy of 98%. Similarly, the authors in [28] proved
the effectiveness of AI techniques in differentiating COVID-19 from Pneumonia and other lung cancer
diseases by using some DL methods such as CNN-based models. The obtained results reached an
accuracy of 87%. In [29], authors used a dataset of 50 X-Ray images with 25 confirmed positive
COVID-19 cases to identify COVID-19 using DL models such as VGG19, DenseNet201, ResNetV2,
InceptionV3, InceptionResNetV2, Xception and MobileNetV2 models. VGG19 model obtained the
best accuracy to reach 90%. Table 1 Studies Overview for COVID-19 identification using ML and DL
methods.

3 Methods and Data

This section presents the different COVID-19 diagnosis techniques, a description of the dataset
used, and our work methodologies to predict COVID-19 disease.

In this paper, different DL and ML models for COVID detection are proposed. The classification
principle is shown in Fig. 1. As seen from this workflow, COVID classification is based on three main
steps; the first step is feature selection by deleting, for example, unnecessary features. The second step is
the classification task. The dataset will be split into training and test data and classified using different
DL and ML models. The last step is to evaluate the performance of each model in terms of accuracy,
precision, F1-score, and recall.



2252 IASC, 2023, vol.37, no.2

Figure 1: Classification principle for COVID-19 detection

3.1 COVID-19 Diagnostic Techniques
COVID-19 can be diagnosed by using three main techniques as shown in Fig. 2: RT-PCR test,

CT-Scanner, and Numerical Laboratory Test. In our work, we used Numerical laboratory Tests as a
diagnosis method. According to several types of research, this technique is the most accurate technique
to diagnose COVID-19 [30].

Figure 2: COVID-19 diagnosis techniques
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3.2 Dataset
For our experiments, we used a dataset provided by [1] obtained from the Israelita Albert Einstein

Hospital in Sao Paulo, Brazil; this set of data is composed of 5644 laboratory results from different
patients of which 10% are COVID-19 positive cases. The dataset includes 18 attributes that have a vital
role in identifying COVID-19 disease and which are aspartate transaminase, alanine transaminase,
sodium, potassium, C reactive protein, monocytes, urea, neutrophils, serum glucose, eosinophils,
creatinine, basophils, red blood cells, leukocytes, platelets, hemoglobin, Hematocrit, and lymphocytes.

3.3 Classification Methods Used
ML and DL are two subsets of AI that have gained much attention recently. It refers to all theories

and techniques for simulating human intelligence. Fig. 3 illustrates the main difference between ML
and DL to perform a classification task. In ML, feature selection is a basic first step of manually
extracting the most representative features that will be used to guide the classification task, while a
DL system can learn these features without any human intervention.

Figure 3: Machine learning vs. deep learning

In this work, and as shown in Fig. 4, we used various ML methods: DT, KNN and Naive Bayes,
and some DL methods including DNN, CNN and LSTM.

3.3.1 DNN

The ANN method is a model inspired by the structure of the human brain to solve ML problems.
As shown in Fig. 5, ANN is a model composed of neurons connected to form three basic layers: an
input layer, an output layer, and an intermediate layer.

In a classification task, the input layer contains the input data. Mathematical operations will
transform these data from the input layer to the hidden layers. The number of hidden layers is
determined according to the complexity of the classification task to be done. A DNN refers to an
ANN with more than one hidden layer. The output layer contains the class label predicted by the
model [31,32].
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Figure 4: Method used

Figure 5: DNN architecture

3.3.2 KNN

KNN is a ML technique widely used for classification tasks. KNN is one of the simplest
algorithms based on the idea that similar things are close. It estimates the class of a new case by
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calculating its similarity with the K cases available in terms of Euclidean distance using the distance
metrics dist given in (1),

dist(D, D′) =
√

(D1 − D′
1)

2 + · · · + (
Dn − D′

n

)2
(1)

where D is the data and placing it in the category closest to the available categories using the probability,
p, given in (2), where H is class.

p (H = h|D = d) = 1
K

∑
i∈A

I
(
H (i) = h

)
(2)

The performance of this algorithm is based on the choice of parameter K, which is defined
dynamically by carrying out specific tests [33].

3.3.3 DT

A DT method is a tree-structured supervised learning method that predicts an output variable
based on different input variables. This method decomposes the data set into hierarchical subsets by
asking YES/NO questions to form a DT with decision nodes and leaf nodes. The nodes represent the
different features used in the dataset, the branches are the decision rules used, and the leaf nodes are
the final decision. Fig. 6 presents the general structure of a DT method [34].

Figure 6: Decision tree architecture

3.3.4 NB

AI is an exact science based on exact and accurate data. However, this assumption is not always
valid in some situations due to measurement errors or external factors [35]. The NB method represents
the data by their distribution probabilities rather than their exact values. In this sense, NB is a ML
classifier used in medical diagnosis, speaker recognition, weather prediction, etc. It is a probabilistic
algorithm based on the following Bayes theory (3) [36]:
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With: p (H|D) is the probability of class H in the data D, p (H) is the probability of class H,
p (D| H) is the likelihood of the data D in the class H and p(D) is the probability D of the data.

p (H|D) = p (H) × p (D| H)

p(D)
(3)

3.3.5 CNN

CNN is a DL method widely used for medical diagnosis. It is a variation of the ANN on a special
technique called convolution, which involves multiplying a two-dimensional array of weights w by an
array of input data and later adds bias b to calculate the activations a of the next layer [36] using
sigmoid σ for normalization as given in (4).

σ

⎛
⎜⎝

⎡
⎢⎣

w0,0 · · · w0,n

...
. . .

...
wm,0 · · · wm,n

⎤
⎥⎦

⎡
⎢⎣

a(0)

0

...
a(0)

n

⎤
⎥⎦ +

⎡
⎢⎣

b0

...
bn

⎤
⎥⎦

⎞
⎟⎠ =

⎡
⎢⎣

a(1)

0

...
a(1)

m

⎤
⎥⎦ (4)

As shown in Fig. 7, this method is characterized by an architecture based on three types of layers
connected in sequence: convolutional, pooling, and fully connected. The convolution layer extracts
the features, the pooling layer reduces the input parameters number. The final classification task will
be achieved by the fully connected layers [37,38].

Figure 7: Decision tree architecture

3.3.6 LSTM

LSTM is a variant of the ANN and in particular, a special type of Recurrent Neural Network
(RNN). As its name suggests, LSTM is a DL method widely used when a temporal concept is involved
in data [39]. In the LTSM architecture, the traditional hidden layer in the ANN architecture is replaced
by a hidden layer with a particular unit called a memory block responsible for memorizing the temporal
state of the network. Each Memory block is based on memory cells, special input, and output gates
responsible for controlling the input-output flow of information [40]. It determines the next cell state
cst by candidate with feature relevance value of input gate and adding it with multiplied value of the
previous cell state with feature relevance of forget gate. It then calculates feature relevance value of
output gate ogt by adding input data and previous hidden state value and multiplying the resultant
with weight. Finally, it determines the next hidden state hst as given in (5).
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hst = ogt × tanh (cst) (5)

LTSM is widely used in speech recognition, language modeling, text generations field, medical
diagnosis, etc.

4 Experimental Results

In this section, we present the performance of the different experiments realized using several
evaluation metrics as shown in Fig. 1: accuracy, precision, F1-score and recall. Table 2 summarizes
the evaluation results of all ML and DL methods used in our work. Fig. 8 illustrates a comparison in
terms of the evaluation metric used for the different methods. As shown in Table 2, the results show
that the LTSM method gave the best classification accuracy, 96.78%, followed by the DNN method
with 94.05%.

Figure 8: Performance metrics evaluation for the different methods

Table 2: Performance analysis of machine and deep learning methods for COVID-19

Methods Accuracy (%) F1-Score (%) Precision (%) Recall (%)

DNN 94.05 93.80 92.96 93.18
KNN 84.56 83.75 82.15 84.17
DT 85 84.03 84.01 84.25
NB 76.08 75 74.28 75.12
CNN 91.50 90.58 88.25 84.15
LTSM 96.78 96.58 96.23 98.47

The ML methods, NB with 76.08% and the KNN method with 84.56% obtain the lowest
classification accuracies. This can be explained by the efficacity of the DL methods in case of large
dataset volume and especially to resolve complex classification tasks in the medical field. It can also
be seen from Fig. 8 that the LTSM method outperforms the other methods in terms of F1-Score,
precision, recall, and AUC metrics. The precision is the number of positive class predictions that are
positive classes. In our cases, the best precision is given by the LTSM method with 96.23%, which
comes to the perfect value equal to 1.
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The F1-score metric indicates the false-positive and false-negative classification rate; in our cases,
the obtained best F1-score is also given by the LTSM method with a value of 96.78%, which confirms
the low false-positive and false-negative prediction. In addition, the recall metric, which provides us
with details about the correctly positive predicted classes from all the prediction numbers, confirms the
effectiveness of the LTSM method again with a result of 98.47%. All those metrics are very important
and valuable in obtaining better COVID-19 identification. This study concludes that DL methods gave
better results and performed better than ML methods. In addition, we can say that the LTSM method
proves its effectiveness in identifying COVID- 19 disease.

By comparing our results, and the results obtained by previous similar studies that we already
explained in the second section of related works, we can notice that:

• In general, the performance of the different methods of this study is close to those of previous
works.

• From Table 1, it’s clear that our results are better than [1,3,10] and [27], but not better than [25]
and [30]. The type of the database used in each work can explain this; for example, in some
works, the data set type is CT images, X-ray images, or laboratory tests as our work; From this,
in our future work, we will try to combine different type of databases and see the effect of that
on the experimentation results.

• Moreover, as classes are imbalanced, the study also analyzed the performance of the system
with F1-score, and among all LSTM model secured the better F1-score with 96.58%.

A detailed comparison is listed in Table 3.

Table 3: Performance comparison with prior studies for classification of COVID-19 positive cases

Ref. [26] [1] [28] [29] [11] Proposed study

Accuracy (%) 80.0 88.0 87.0 90.0 94.22 96.78

5 Conclusion

In this paper, a comparative study between ML and DL methods on COVID-19 detection is
realized. For this, we used a dataset containing 5644 laboratory results obtained from Israelita Albert
Einstein Hospital in Sao Paulo, Brazil. Each sample has 18 attributes, which we considered to train
and test six different ML and DL-based methods: DNN, KNN, DT, NB, CNN, and LTSM. The best
results were obtained by the LTSM method with an accuracy of 96.78%. Those results confirmed the
effectiveness of the DL method in COVID-19 prediction by using laboratory findings. However, the
limitation includes the scarcity of datasets related to COVID-19-positive cases. As the downloaded
dataset contains only 10% of COVID-19-positive cases, whereas the rest belongs to non-positive
COVID-19 cases, thus introduces a class imbalance problem, which may affect the performance of
the ML and DL-based classifiers. In such a scenario, the f1-score is the best measure to analyze the
performance of the proposed system, and in our case, the LSTM bypassed many prior well-established
studies (published in renowned journals) by attaining an f1-score of 96.58%. Thus, the research
presented in this paper can be practically implied in remote and rural areas where the availability
of radiography imaging machines is yet not accessible.

Though the proposed study achieved better results, however, it has a few limitations. The
availability of COVID-19 related clinical data is very limited, thus classes are imbalanced. In our
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further studies, we plan to combine the data set type with chest x-ray images, CT images and laboratory
findings by applying other DL methods.
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