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Abstract: Educational data mining based on student cognitive diagnosis
analysis can provide an important decision basis for personalized learning
tutoring of students, which has attracted extensive attention from scholars
at home and abroad and has made a series of important research progress.
To this end, we propose a noise-filtering enhanced deep cognitive diagno-
sis method to improve the fitting ability of traditional models and obtain
students’ skill mastery status by mining the interaction between students
and problems nonlinearly through neural networks. First, modeling complex
interactions between students and problems with multidimensional features
based on cognitive processing theory can enhance the interpretability of the
proposed model; second, the neural network is used to predict students’
learning performance, diagnose students’ skill mastery and provide immediate
feedback; finally, by comparing the proposed model with several baseline
models, extensive experimental results on real data sets demonstrate that the
proposed Finally, by comparing the proposed model with several baseline
models, the extensive experimental results on the actual data set demon-
strate that the proposed model not only improves the accuracy of predicting
students’ learning performance but also enhances the interpretability of the
neurocognitive diagnostic model.

Keywords: Cognitive diagnosis; nonlinear interaction; interpretability;
intelligent education system; skill diagnosis

1 Introduction

Personalized education for students’ characteristics in the context of big data in education in
order to realize teaching according to their abilities is an important direction of current research on
smart education. The rapid development of online education and major online learning platforms
in recent years has promoted the large-scale popularity of online learning [1–3]. With the increasing
abundance of learning resources in online learning platforms, it has become increasingly important
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to provide personalized learning services for students. Based on students’ online learning data, it
is an important research hotspot to analyze students’ learning status by means of educational data
mining (EDM) technology and make accurate recommendations for personalized learning based on
students’ actual characteristics in order to realize teaching based on their abilities [4–8]. In order to
achieve personalized learning guidance for students, it is first necessary to identify the current learning
status of students [9–12]. Traditional teaching methods rely on teachers’ experience to make judgments,
which not only takes a lot of time and energy, but also makes it difficult to guarantee the accuracy of
evaluation results, and is not suitable for application scenarios where the size of students increases
dramatically in the online learning environment [13–15].

To this end, the researcher attempted to introduce the cognitive diagnosis (CD) method in
educational psychology to characterize students’ learning status [16–18]. The key to cognitive diagnosis
is to construct a Q matrix reflecting students’ problem solving process and to choose appropriate
cognitive diagnostic models (CD models) to model students [19,20]. The cognitive diagnostic model
(CDM) [21,22] is an important tool for achieving cognitive diagnosis, and an increasing number of
researchers have worked on the development of this model. The traditional CDM uses different item
response functions to probabilistically model students’ response processes through different learning
assumptions to diagnose their skill mastery status [23,24]. However, traditional CDM has some
problems, such as the convergence effect of the model is highly dependent on the sample size, number
of skills and number of parameters, which cannot handle sparse data, and it is difficult to explore the
potential nonlinear interactions between students and test questions.

With the gradual development of computer technology, deep learning techniques excel in many
aspects, such as mining non-linear aspects of interactions and handling sparse data [22–24]. Therefore,
some scholars have attempted to incorporate neural networks into cognitive diagnosis tasks to improve
the model fitting ability. The study [25] proposed the DIRT model, which implements a neural network-
based IRT model that can utilize textual information from examination questions in the cognitive
diagnosis process. Study [26] proposed the neural CD model, which combines neural networks with
the principle of educational monotonicity and achieves excellent performance on various data sets
with good portability. However, in the combination of cognitive diagnostics with neural networks, a
large amount of research work has focused more on improving the predictive ability of students’ correct
answers without deeply exploring the intermediate products of CD (e.g., students’ skill mastery status)
to achieve CD functionality. Therefore, the existing deep cognitive diagnostics, although improving
the model fitting ability, cannot better model students’ cognitive processes and lack good explanatory
power.

Based on the above research, this paper proposes a two-level enhancement model that integrates
deep learning and cognitive diagnosis to diagnostic students’ skill mastery states. On the one hand,
the advantages of CDM are used to enhance the interpretability of the models. On the other hand, the
unique technical advantages of the deep learning method itself can mine the non-linear relationship
between students’ skill states and test questions, and to a certain extent can solve the problem that
sparse data is difficult to be used by the model. Based on the combination of the both, not only the
interpretability of the model can be improved, but also the accuracy of the model can be improved by
mining the non-linear interaction data between students and test questions.

The main contributions of this paper are as follows:

1) We propose an innovative cognitive diagnostic framework based on deep learning for uncover-
ing students’ potential skill mastery status. The model is divided into three modules: enhanced input
module, deep training module, and prediction module.
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2) By modelling the interaction between student-skills (i.e., student skill mastery) and questions-
skills (i.e., Q matrix), we obtain students’ question proficiency and further apply filtering network
mechanisms to filter noise, such as guessing and slipping, to enhance the interpretability of the model.

3) The neural network is further used to simulate the cognitive process of the students’ responses to
the questions, and to train the students skill mastery by predicting the results of their responses. The
method uses multiple neurons to model the non-linear interaction between students and questions,
improving the fitting ability of traditional models.

2 Background Knowledge

In this section, we discuss the research related to Traditional CDM and Deep CDM, and compare
the two modeling approaches, as shown in Fig. 1. Among them, the Traditional CDM is to model
the interaction between students and test questions through manually constructed item response
functions; Deep CDN is capable of mining richer information by modeling the complex interactions
between students and test questions through neural network.

Figure 1: Comparison of cognitive diagnostic modeling approaches

2.1 Traditional CDM
Traditional CDMs model the interaction between students and test questions by constructing

item response functions using probabilistic statistical models through the monotonicity assumption
that the more skills a student examines on a test question, the greater the probability of answering the
question correctly. IRT is a classic psychometric theory in the field of education and a representative
of the continuum-type of CD model. It is assumed that the subject has a potential trait, which is a
concept based on the observation and analysis of the subject’s responses, usually referring to potential
abilities. In a continuum-type model based on IRT, students’ potential traits are generally modeled
along a continuum of values. IRT proposed the earliest Rasch model [9]. With consideration of how to
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define both the ability of the subject and the difficulty of the test questions, the item response function
is defined follow:

P (y = 1/θ , δi) = exp (θ − δi) / [1 + exp (θ − δi)] (1)

where P (y = 1/θ , δi) is the probability that a subject with ability θ will answer a question of difficulty
δi correctly (y = 1).

CDMs can better model students’ cognitive states from the skill dimension, based on the Q matrix
[10]. Among the existing CD models, the DINA model has been most extensively studied. The DINA
model is representative of discrete CD models [11]. It treats students’ cognitive state as a binary discrete
vector, with two dimensions indicating students’ mastery or non-mastery of the relevant knowledge
concepts, and usually assumes an ‘and’ relationship between the mastery of each knowledge concept,
the item response function is constructed:

P
(
yij = 1 |θi

) = g
1−ηij
j

(
1 − sj

)ηij (2)

where ηij ∈ {0, 1} indicates student I’s mastery of test question j, ηij = 1 indicates that student i
has mastered all the knowledge points examined in test question j, otherwise ηij = 0; sj is the error
parameter of question j, which indicates the probability that the student has mastered all the examined
knowledge points but answered incorrectly; gj is the guessing factor of question j, which indicates the
probability that the student has not mastered test j and guessed incorrectly.

2.2 Deep CDM
The study [27] proposed the definition of Deep Cognitive Diagnostic Model (DCDM), which

is the use of deep learning techniques to enhance the cognitive diagnostic capabilities of traditional
cognitive diagnostic models. The study [28] applied rough sets and neural networks to psychometric
theory. Study [29] used cluster analysis for CD. However, in the integration of cognitive diagnoses
with neural networks, many research efforts have focused more on improving the predictive ability of
students’ correct answers without an in-depth exploration of the intermediate product of cognitive
diagnoses (e.g., students’ skill mastery status). In conclusion, the current deep CDM has made
some advancements in simulating non-linear interactions and improving model fit, but it lacks
interpretability and does not allow for the diagnosis of student skill mastery.

The difficulty of deep CD is its widely criticized black box nature, i.e., the model parameters are
difficult to interpret. The CD needs to get the students’ level of mastery on each knowledge point, so
this is the hurdle that must be crossed. Meanwhile, neural networks also present new opportunities,
as their powerful fitting abilities allow their CDM to learn more complex and realistic interaction
functions from the data. This research proposes a model that integrates deep learning with CD the
goal of diagnosing students’ skill states.

3 Method

The existing DCDM has weak diagnostic ability in the state of students’ skill mastery, and lacks
interpretation. In this section, we propose a two-level enhanced deep cognitive diagnosis (EDCD)
model based on deep learning for mining students’ skill mastery. The EDCDM framework, as shown
in Fig. 2, mainly includes input module, training module and prediction module.
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Figure 2: Two-level enhanced deep cognitive diagnosis framework

3.1 Problem Definition
The main task of the initialization module is to randomly initialize the generated parameters for

use in the two-level optimization input module. The parameters are taken from the traditional CDMs
and represented in the neural network in the form of appropriate data. It is assumed that there are J
test questions examining K skills, answered by student I.

Question features: matrix Q = {
qjk

}
J×K

is the association matrix between test questions and skills,
qjk = 1 indicating that test question j examines skill k, qjk = 0 indicating that test question j does
not examine skill k. The initialized questions’ difficulty matrix K = {

kjk

}
j×K

, kjk ∈ [0, 1] indicates the
difficulty factor of applying skill K in question J.

Student features: αi = {αik} initialize the skill mastery pattern of student i, αik ∈ [0, 1] indicating
the mastery status of student i for skill k. Student response matrix Yi = {

yij

}
I×j

, yij = 1 indicating that
student i answered question j correctly, otherwise yij = 0.

Monotonicity Assumption: The probability of students correctly answering the questions increases
monotonously with the student’s skill mastery.

Here the parameters are initialized in the form of a tensor parameter. Initialize the continuous
mastery of each skill for each student. Such an initialization pattern provides a wider correction space
for the inverse feedback iteration and brings the student’s skill mastery closer to the true value.

3.2 Enhanced Input Module
This input module obtains students’ question proficiency through a two-layer mechanism: the

first layer is the ideal state; the second layer is for filtering noise. The main function of the two-level
enhanced input module, shown in Fig. 2 (left), is to combine various randomly generated parameters
in the form of DINA formulas by Eq. (2) and then provide the results as input to the next module.

First layer: The first layer obtains the ideal question proficiency state of the students by αi and
Q matrix. We confront the knowledge points mastered by the i student with the relevant skills of the
j-question test to obtain ηij = (

αi − kj

) ∗ qj, among others, the expert labeling qj matrix to mark the
corresponding skills of the question test with the values of [0,1].

Second layer: A Slipping gate (sj) and a guessing gate (gj) are added to the second layer to filter the
mastery status of students on the questions. Two parameter vectors, SLIP and GUESS, are randomly
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initialized to represent the lapse parameters and guess parameters of students, respectively. The slip
gate mechanism S = [

s1, s2, . . . , sj

]
is set to prevent students from mastering the skills of the test

questions but making mistakes, and the guess gate mechanism G = [
g1, g2, . . . , gj

]
is set to prevent

students from not mastering the skills of the test questions but guessing the correct answers. The input
matrix X is obtained by setting the miss gate and the guessers to optimize the mastery status of the
test student.

X = (
1 − sj

)ηij g
1−ηij
j (3)

The parameter ηij ∈ [0,1] indicates the degree of mastery of question j by the student i. sj is the slip
gate, which filters the cases where the student still answers incorrectly when he/she has mastered all
the skills required for the question. gj is the guessing gate, which filters the cases when the student has
failed to fully master all the knowledge points required for the question, but still answered correctly.
The two-gate mechanism enhances the fit to the student’ mastery of the knowledge points.

3.3 Deep Training Module
The core of EDCDM is to use the parameter updating mechanism of neural networks to bring the

involved parameters closer to the true values by adjusting the mapping relationship between inputs and
outputs. Then the continuous predicted values of potential features (such as the student’ skill mastery)
are obtained, and the predicted values gradually approach the potential true values, and the prediction
accuracy gradually improves.

3.3.1 Neural Network Structure

This section combines the information of two dimensions, test question difficulty and student
mastery, and after receiving the mixed input X , X will be transferred to the first fully connected layer
(Linear layer). X1 is obtained by linear mapping in the first fully connected layer and then processed
by sigmoid activation function. Then the transfer X1 goes to the second fully connected layer and
the above steps are repeated. After repeating the linear-sigmoid process twice, we obtain the mapping
product X2. The equation is described as follows.

zi = wτ

ijXi + bi (4)

Xi+1 = sigmoid (zi) (5)

We use a splicing technique between the second linear-sigmoid layer and the third linear-sigmoid
layer to splice the mapping product X2 and the mixed input X into the third linear-sigmoid layer. X3

is the output product of the output side of the neural network, and the loss calculation is performed
directly with the real student answer record y by the Eq. (6).

3.3.2 Prediction Module

This paper uses a method to calculate the error gradient under each weight in real time. It is a
classical method for training neural networks in combination with optimization methods (such as
gradient descent, etc.) and consists of two parts: incentive propagation and weight update. In the
incentive propagation phase, each iteration is performed in two steps:

1) Input the training results into the network to obtain the excitation response;

2) Differentiate the excitation response from the corresponding output target to obtain the
response error of the output and hidden layers.



IASC, 2023, vol.37, no.2 1317

In the weight update phase, two steps are performed for each weight:

1) Multiply the input excitation and response errors to obtain the gradient of the weights;

2) Use this gradient to multiply the learning rate, then take its inverse and add it to the weights.

In this model, the parameter update mechanism plays the role of updating the parameters for
fitting, as described by the following equation.

ΔWij = −λ
∂E
∂Wij

= −λXiδj (6)

where, E
3∑

i=0

1
2

(y − Xi)
2 is the mean square error term of the three connecting layers. The variables Wij

denote the neuron weights between i and j, defined ΔWij as the weight update, λ is the learning rate,

and
∂E
∂Wij

denotes the partial derivative of the squared error function. Xi is the output of the current

neuron, and δj is the error generated by neuron j in the current layer (i.e., the error between the actual
value and the predicted value). The input Xi to neuron j is partially obtained from the weighted sum
of the outputs Xi of neuron I in the upper layer.

In the structure of the feedback neural network, this model chooses the Cross Entropy Loss
Function (CELF) as the loss function to measure the loss between the predicted and true values, and
proves the validity of the model by pursuing a lower loss value. The CELF equation can be defined as
Eq. (9).

P
(
rij = 1 | θi

) = ŷ (7)

P
(
rij = 0 | θi

) = 1 − ŷ (8)

lossDCDM = −
3∑

i=1

y(i) log ŷ(i) + (
1 − y(i)

)
log

(
1 − ŷ(i)

)
(9)

The deep diagnosis module builds on the first two by using a good fit of the neural network to
predict the probability of the correct answer of the student by the Eqs. (8) and (9). In this process,
rich intermediate results can be obtained due to the rational use of inverse feedback. For example, the
degree of the student’s mastery of a specific skill, the difficulty of the knowledge point in the exam
test, etc. Such intermediate findings are a useful complement to cognitive diagnosis.

4 Experiment

In this section, we conduct several experiments to demonstrate the effectiveness of the EDCDM
framework from multiple perspectives, using multiple datasets and comparing them to the baseline
model.

4.1 Datasets
We used three real-world datasets in our experiments, namely PISA 2015 [4], Math [5], and Assist

[6]. Table 1 summarizes the information from these datasets.

Math: The Math dataset is a dataset of objective and subjective responses to a final math exam
for high school students that contains subjective questions with continuous response scores.
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Table 1: Detailed description of the three datasets

DATASET No. student No. question No. skill

Math 4209 20 11
PISA2015 6000 17 11
Assist 4163 17746 123

PISA 20151: PISA is the definitive global online test with high quality items. In this study, 17
computer-scaled dichotomous mathematics test items were selected for analysis.

Assist2: Assist is an open dataset, Assistment 2009–2010 “skill builder”, which provides only
student response logs and questions corresponding to knowledge concepts. Student response data in
this dataset is extremely sparse.

4.2 Baseline
In order to assess the validity of the model, classical as well as the latest methods were selected as

the baseline model. The contrasting models are described as follows.

IRT: IRT is one of the most classical models for cognitive diagnosis. It is modeled by attribute
values between students and test questions, and the diagnostic result of IRT is a comprehensive but
vague ability value.

MIRT: Multidimensional Item Response Theory, an item response theory with a multidimen-
sional CDM, is an extension of the one-dimensional IRT.

DINA: DINA model enables micro-diagnosis of students’ mastery of specific knowledge concepts
through the Q matrix.

Neural CDM: Neural CDM is a deep learning-based cognitive diagnostic model that incorporates
item response theory to diagnose the cognitive properties of students and questions.

In this paper, we use three widely used metrics in the domain to evaluate the predictive perfor-
mance of all models. From a regression perspective, we chose Root Mean Square Error (RMSE) to
quantify the distance between predicted and actual scores. The smaller the value, the better the result.
In addition, we consider the prediction problem as a classification task, where a response record with
a score of 1 (0) indicates a correct (wrong) answer. Therefore, we use two metrics, namely, prediction
accuracy (ACC), and area under the ROC curve (AUC), for the measurement. In general, an AUC or
ACC value of 0.5 represents the performance prediction result of a random guess, and the larger the
value, the better of the prediction ability of model.

4.3 Analysis and Results
This experiment is carried out in the following areas to confirm the performance of the suggested

model: (1) evaluation of Baselines model prediction performance on various data sets; (2) evaluation
of ablation experiments with various components; (3) confirmation of model monotonicity; and (4)
visualization of diagnostic outcomes.

1https://www.oecd.org/pisa/data/2015database/.

2 https://sites.google.com/site/assistmentsdata/home/assistment-2009-2010-data/skill-builder-data-2009-2010.

https://www.oecd.org/pisa/data/2015database/
https://sites.google.com/site/assistmentsdata/home/assistment-2009-2010-data/skill-builder-data-2009-2010
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4.3.1 Student Performance Prediction

To evaluate whether the prediction performance of the model is generalizable across different
datasets, we divided each dataset into an 80% training set and a 20% test set. The experimental results
are shown in Table 2. The EDCD model outperformed almost all the baselines on both datasets,
proving the effectiveness of the proposed model. For the MATH dataset, which contains both objective
and subjective questions, the subjective part was discarded because the IRT, MIRT, and DINA models
could not be applied to the subjective questions. For the PISA dataset, EDCDM also outperformed
all baseline models in terms of prediction results. For the relatively sparse Assist dataset, the EDCDM
model also produced the best experimental results overall. The interpretability of the traditional model
was carried over to the EDCDM model, which also performed better overall than the neural CDM.
The experiments showed that the traditional cognitive diagnostic model performed poorly on the
sparse dataset.

Table 2: Experimental results on student performance prediction

Models MATH PISA2015 Assist

ACC RMSE AUC ACC RMSE AUC ACC RMSE AUC

IRT 0.767 0.482 0.768 0.559 0.664 0.566 0.595 0.493 0.656
DINA 0.773 0.477 0.796 0.652 0.591 0.651 0.55 0.549 0.598
MIRT 0.726 0.425 0.809 0.688 0.451 0.759 0.629 0.554 0.668
Neural CDM 0.741 0.418 0.827 0.681 0.458 0.745 0.714 0.461 0.730
EDCDM 0.787 0.379 0.875 0.696 0.445 0.765 0.721 0.435 0.758

The learning curve can also be utilized as a foundation for judgment to confirm that the suggested
model has achieved convergence. To be more precise, 20% of the dataset is used as the test set, while the
remaining 80% is used as the training set. We used three real-world datasets in our experiments, namely
PISA 2015, mathematics, and auxiliary. During the training period, we record train loss, test loss and
AUC metrics. Finally, EDCDM depicts the learning curve for each dataset, as shown in Fig. 3. The
training loss, test loss, and AUC metric curves on all three datasets eventually level off, as shown in
the learning curve plot above. Therefore, it can be assumed that given the relative number of current
datasets, individual metrics can be made to converge and produce the desired training effect.

4.3.2 Ablation Experiments

To verify the effect of each component in the proposed model on the accuracy of the EDCDM, we
chose PISA and Math two datasets for the ablation experiments. We extended the EDCDM to verify
the validity of the method used in the model with a 20% test rate. Table 3 gives the results of each
index of the three extended experiments No_diff, No_skill, and No_gate on each dataset. No_diff is
to disregard the difficulty of the test questions and set the difficulty parameter to 0; No_skill is to
disregard the Q matrix, i.e., the skills tested by the test questions, similar to MIRT, which considers
students to have multidimensional abilities; No_ gate is to disregard the factors of Slipping and
Guessing, and to consider that students can answer the test questions correctly by mastering the skills
tested by the test questions, without the mechanism of error tolerance.
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Figure 3: Convergence of EDCDM

Table 3: The effect of each component in EDCDM

Model Components Math PISA2015

No_diff No_skill No_gate ACC RMSE AUC ACC RMSE AUC

EDCDM-K c √ √ 0.767 0.393 0.858 0.694 0.450 0.762
EDCDM-Q √ – √ 0.761 0.392 0.858 0.687 0.452 0.757
EDCDM-SG √ √ – 0.745 0.408 0.836 0.670 0.479 0.738
EDCDM √ √ √ 0.788 0.378 0.876 0.712 0.440 0.777

Compared to No_diff, the accuracy metric ACC metric improved by 0.019 on average and
the error metric RMSE improved by 0.013 for EDCDM, indicating the validity of the difficulty
representation of the test questions.
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Compared to No_skill, the accuracy metric ACC metric improved by 0.026 on average and the
error metric RMSE improved by 0.013 for EDCDM, indicating a positive effect of the skill interaction
component on the prediction task.

Compared to No_diff, the accuracy metric ACC improved by 0.04 on average and the error metric
RMSE improved by 0.03 for EDCDM, indicating that the screening gate mechanism (i.e., slipping and
guessing factors) has an important role in the proposed model.

4.3.3 Monotonicity

To assess the monotonicity of the EDCDM (i.e., the higher the skill mastery, the higher the
probability of answering the test questions correctly), we conducted experiments on different data sets.
Fig. 4 shows the correlation between student’s skill mastery and response score, with three subplots
representing the PISA, MATH, ASSIST datasets respectively.

Figure 4: Monotonicity of EDCDM on three datasets

As can be seen from the figures, both subplots Figs. 4a and 4b perfectly fit the monotonicity
assumption of the cognitive diagnostic theory. indicating that the proposed model performs well on
the traditional dense data set. Fig. 4c is also consistent with the monotonicity assumption overall,
however there are some outliers around a skill mastery level of 0.6. The students in these outliers have
extremely few answer records, according to subsequent study. This finding shows that the monotonicity
of the model needs to be further tuned on sparse dataset.

4.3.4 Case Study

We assessed the interpretability of the EDCDM by showing the distribution of students’ skill
states through box plots and kernel density function plots. As shown in Fig. 5a for the neural CDM
based on the mathematical dataset, the heat map of students’ mastery of all skills is almost the same
color, indicating that there are almost no data fluctuations in their simulated values. In addition, the
students’ mastery status for all attributes is mainly concentrated around 0.5 without any significant
outliers. As shown in Fig. 5b, the EDCDM model based on the mathematical dataset has a more
reasonable distribution of students’ mastery of all qualities, with balanced fluctuations, and has a
more practical reference value.

Fig. 6 shows the distribution of EDCDM mastery for each skill in the PISA and MATH datasets
respectively through box plots and kernel density distribution plots. Fig. 6a shows the distribution of
mastery for each skill in the MATH dataset, with a median mastery of about 0.6 for each skill. Skill
2 is below average, indicating that it is more difficult. Skill 1 and Skill 3 were mastered at a much
higher level than the others, indicating that they were less difficult. In addition, the distribution of
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students’ mastery of these two skills is spread out, suggesting that they can be used to more effectively
differentiate students with different skills. Fig. 6b shows the distribution of mastery for each skill in
the PISA dataset, with a median mastery of about 0.6 for each skill, and a median of about 0.7 for
skill 4, indicating that this skill is relatively easy for students.

Figure 5: Visualization of skill states of Neural CD and EDCDM

Figure 6: Distribution of mastery in each skill
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5 Conclusion

To address the lack of modeling complex interactions between students and test questions in
existing cognitive diagnostic models, this paper proposes a two-level augmented cognitive diagnostic
model based on deep learning. EDCDM models students’ mastery of test questions through cog-
nitive factors and then trains nonlinear interactions between students and test questions through
neural networks to diagnose students’ skill mastery. By comparing with several baseline models,
the following conclusions were obtained: (1) compared with other baseline models, EDCDM has
higher accuracy in predicting student performance; (2) compared with other deep cognitive diagnostic
models, EDCDM has good discrimination in diagnosing learners’ cognitive states, which makes the
model have better explanatory power. With the continuous development and improvement of online
learning, the research on cognitive diagnostic models and their applications for personalized learning
will likely achieve technical breakthroughs in many aspects. Future work can be carried out in two
aspects, namely dynamic cognitive modeling of students and cross-disciplinary knowledge transfer
learning analysis, in order to realize the modeling of students’ cross-disciplinary cognitive states,
which is important for a comprehensive understanding of students’ learning states and more accurate
personalized learning tutoring.
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