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Abstract: Nowadays days, the chief grounds of automobile accidents are
driver fatigue and distractions. With the development of computer vision
technology, a cutting-edge system has the potential to spot driver distractions
or sleepiness and alert them, reducing accidents. This paper presents a novel
approach to detecting driver tiredness based on eye and mouth movements
and object identification that causes a distraction while operating a motor
vehicle. Employing the facial landmarks that the camera picks up and sends
to classify using a Convolutional Neural Network (CNN) any changes by
focusing on the eyes and mouth zone, precision is achieved. One of the tasks
that must be performed in the transit system is seat belt detection to lessen
accidents caused by sudden stops or high-speed collisions with other cars. A
method is put forth to use convolution neural networks to determine whether
the motorist is wearing a seat belt when a driver is sleepy, preoccupied, or
not wearing their seat belt, this system alerts them with an alarm, and if they
don’t wake up by a predetermined time of 3 s threshold, an automatic message
is sent to law enforcement agencies. The suggested CNN-based model exhibits
greater accuracy with 97%. It can be utilized to develop a system that detects
driver attention or sleeps in real-time.

Keywords: Deep learning; convolutional neural network; Tensorflow;
drowsiness and yawn detection; seat belt detection; object detection

1 Introduction

The number of fatalities and non-fatal injuries on the world’s roads totals roughly 1.3 million
per year [1]. The global epidemic of injury sustained by transportation is spreading quickly around
the globe. Driving while exhausted or sleepy behind the wheel of a vehicle is referred to as “drowsy
driving,” also known as tired or fatigued driving. Daily, individuals utilize cars for transportation,
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which increases the risk of a very serious or fatal collision involving either another car or any other
moving or still item. But every luxury comes at a price. Because of this excess, there is now greater traffic
in metropolitan areas and on the highways. As a result, there are more accidents on the side of the road.
One of the main factors in this region is sleepiness [2]. Drivers are less aware of their surroundings
and are more susceptible to distractions, as a result, their ability to react quickly declines, making it
challenging to avoid the coming risk of a potentially fatal traffic accident. Another significant factor
that contributes to numerous roadside collisions is the failure to use a seat belt. Fig. 1 below shows
some serious fatalities that occurred via roadside ac-accidents in various countries between 2013 and
2018.

Figure 1: European commission data on most roadside fatalities worldwide [3]

A statistic for worldwide traffic crashes from 2010 to 2021 is shown in Table 1 below, along with
the number of fatalities that occurred.

Table 1: Traffic accidents statistics [4]

Country 2010 2012 2014 2016 2018 2020 2021

Austria 35348 40831 37957 38466 36846 30670 32774
France 67288 60437 58191 57522 55766 45121 53540
Germany 288297 299637 302435 308145 308721 264499 258987
Italy 212997 188228 177031 175791 172344 118298 151875
Pakistan [5] 5280 4758 4348 4448 5948 5436 4566 [6]
Turkey 116804 153552 168512 185128 186832 150275 187963
UK 160080 151346 152407 142846 128384 95222 1558 [7]
USA 1572000e 1634000e 1648000e 2151000 36560 [8] 38824 [9] 42915 [9]

Fig. 1 and Table 1 both used to show worldwide data with the number of causalities that have
occurred over various years. It is gloomy to see how many precious lives were gone. Therefore, it is
imperative to create a reliable system that can warn drivers when there are any signs of distraction
or tiredness to lessen such major deadly vehicle-related difficulties. Below Fig. 2, which is a graphical
representation of the proposed system, it depicts how the driver drowsiness system generally operates.

Fig. 2 shows a basic block diagram of driver drowsiness methodology that starts when the image
has been attained and the whole process will end with alertness given to the driver.
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Figure 2: Driver drowsiness technique

A chief goal of this research paper is to suggest a structure or mechanism that informs motorists
whenever they feel sleepy or preoccupied for more than a few seconds utilizing an alarm or a sound.
These types of technologies are already present in some of the most opulent vehicles, such as Ford,
Volo, and Mercedes, but our goal is to develop this system for the norm of regular car users and tiny
vehicles, allowing an average driver to also have access to such fantastic life-saving technology.

1.1 Drowsiness’s Underlying Causes
Although every human being is prone to making mistakes, everyone needs to remain vigilant while

driving. However, occasionally, people may overlook this because of a variety of factors and causes.
We shall go into detail about several factors that can identify distinct causes of driver drowsiness.

1.1.1 Sleep Deprivation

Loss or absence of sleep is the main contributor to people feeling drowsy or lethargic during the
day [10]. These occurrences may result in issues like microsleep or other risky behaviors that may prove
lethal. An adult person must sleep the recommended amount each day, which is seven to nine hours.
But because people have so many successes, whether they are related to their jobs or not, they fail to
follow this trend.

1.1.2 Sleep Disorder

Obstructive sleep apnea can be one of many problems of sleep some people suffer, which can make
it difficult to fall asleep or cause it to be less restful than usual [11]. Some of these sleep-related diseases
go undetected and contribute to tiredness during the day.
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1.1.3 Fatigue

It is a big factor in why a driver might be drowsy behind the wheel. This may have occurred because
the diver spent an inordinate amount of time behind the wheel or had to complete some tedious,
demanding activity before driving [12].

1.1.4 Medication

A few pills or tablets slow down human reaction speed. Additionally, some things can make you
sleepy or have a relaxing impact that makes you more likely to go to sleep [13].

1.2 Strategies Used by Automakers to Address This Issue
To make driving a safe setting for human lives, automobile manufacturers employ a variety of

measures, such as the prevention of driver fatigue or the detection of sleepiness. Numerous automakers
worldwide have implemented sleepiness detection systems for this reason.

1.2.1 Ford

The vehicle system computes steering movement [14]. Additionally, it is effective when using very
abrupt and severe breaks as well as lane switching.

1.2.2 Skoda

Skoda car [15] records steering motions under normal circumstances (beginning minutes after
the car begins), analyses those movements at any later time and notifies the driver if the steering
movements behave abnormally with the aid of a warning system.

1.2.3 Bosch

The Driver Drowsiness Detection system is a device created by Bosch. The system evaluates the
aberrant trajectory of the car using data from the sensor (installed in the steering wheel), generates
warning signals for the driver, and uses data about sudden movements of the steering vehicle [16].

2 Research Questions

�How have former approaches effectually solved the driver’s sleepiness, seat belt, and attention
detection systems?

� In what ways will diverse technologies integrate into the proposed approach?
� How to evaluate the driver’s sleepiness, seat belt, and distraction system?
� What might the driver’s sleepiness and distraction detection system be used for?

3 Research Gap

In our research part, we offered an inspired solution to the subject. Eyes and mouth are both taken
into consideration as we address the issue of tiredness in this. We compute the pace at which the eyes
open and close, and we take the rate at which the mouth closes and opens into consideration. We are
identifying several objects that drivers use while driving that can be distracting. Additionally, we are
tracking driver seat belt usage.
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4 Related Work

As, according to their physical nature and the behaviors they engage in, three fundamental groups
can be used to classify driver sleepiness detections.

� Considering the driver’s actions.
� Using the vehicle’s specifications.
� Based on the physiology of the driver.

Fig. 3 below illustrates various techniques for detecting driver intoxication that considers the
driver’s physical state, or it can be vehicle measures or body signals like calculation of Electro
Encephalography (EEG) & Electrocardiography (ECG).

Figure 3: Various methods to assess distraction and tiredness

As shown in Fig. 3 above, different measures to determine driver drowsiness and distraction level.
They can be done by using vehicle parameters or by using the driver’s body postures or parts.

4.1 Drowsiness Detection
Here, we’ll go over many works of literature that specifically address the problem of driver

drowsiness and the various approaches that various academics have taken to address it.

The author presents a unique Support Vector Machine-based driver condition recognition method
to avoid accidents caused by driver fatigue [17]. Utilizing the wearable device’s sensors, it is possible to
assess the driver’s status. The suggested alert system worked as follows: To identify the peculiarities of
the driver’s condition, researchers first collected biodata from a Photoplethysmography (PPG) sensor
in the device. To improve classification accuracy, the obtained data is next processed by segmentation
and averaging. The SVM classifies the driver’s condition using feature vectors from the processed
data. Precision, the margin of error, accuracy, and recollection measures are utilized to assess the
performance of the suggested techniques.

The utilization of image processing techniques to track the driver’s head motions to identify
drowsiness and heart rate has been given in [18]. By employing the frame variance algorithm to identify
gestures of the head and the R-peak recognition algorithm to measure heart rate, drowsiness can be
detected. For the driver’s safety as well as the safety of the passengers, a buzzer alarm is sent to the
driver if any irregularities are discovered during detection.

A highly accurate sleepiness detection system that warns the driver when they are becoming
fatigued while driving has been proposed [19]. The development of a unique drowsiness detection
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system based on facial, eye, and mouth movement detection. The technology warns the driver by
monitoring important features like head motions, yawning, and eyelid opening and closing.

A heart rate monitoring system that determines a driver’s breathing by identifying variations in
Electrocardiogram, and then extrapolates the driver’s level of tiredness from those changes has been
discussed in [20]. The system is less expensive and more accurate than one that uses heart rate directly,
even though it is directly in contact with skin and is affected by the driver’s activities. After a validation
trial, it’s been found that the system can accurately detect driver tiredness.

A novel method that suggests a heart rate variability-based methodology for detecting driver
tiredness and verifies it by contrasting it with a sleep score based on electroencephalography has been
given in [21]. Methods of the autonomic nerve system, which is characterized as an interval variation
on an electroencephalography trace, are impacted by changes in sleep quality. Using multivariate
statistical process control, a well-known anomaly detection technique, eight heart rate variability
variables are tracked for changes in heart rate variability.

A drowsiness detection technique based on variations in the respiratory signal is suggested in this
research, Ref. [22]. To evaluate if a driver is tired or awake, employing an inductive plethysmography
belt to acquire the breathing signal has been analyzed in real time. The proposed approach uses an
analysis of respiratory rate variability to identify people who struggle to fall asleep. In addition, a
technique for providing breathing indication’s quality level is suggested. Each approach has been
integrated to decrease wrong alarms brought on by variations in recorded respiratory rate variability
related to movements of the body rather than drowsiness.

A set of smart wearable spectacles, an in-vehicle infotainment telematics stand, and an automobile
diagnostic bridge consisting of an on-board diagnostics-II vehicle backlight alert method also a
cloud-based management platform makes suggested a system has been proposed in [23]. For the low-
cost, lightweight wearable smart glasses, a dedicated miniature bandpass infrared light sensor is also
suggested and implemented. This sensor can offer a developed signal-to-noise ratio than an all-purpose
commercial infrared light sensor, reduce the image of ambient environmental light, and effectively
improve detection accuracy. Real-time detection of the driver’s level of sleepiness or exhaustion is
possible with the proposed system.

The authors of this paper developed the intuitionistic fuzzy entropy derived symmetric implica-
tional (IFESI) method based on the concepts of maximum fuzzy entropy and symmetric implicational
mechanism in the context of intuitionistic fuzzy sets [24]. Fresh symmetric implicational principles
are introduced, and the unified IFESI algorithm solutions for the intuitionistic fuzzy modus ponens
(IFMP) and IFMT (intuitionistic fuzzy modus ponens), which are based on residual intuitionistic
implications, are acquired. The IFESI algorithm’s continuity and reductive features are then verified
for IFMP and IFMT. Furthermore, the IFESI algorithm is extended to the-IFESI method and the
unified solutions of the-IFESI algorithm are derived for IFMP and IFMT.

The density Viewpoint-based Weighted Kernel Fuzzy Clustering (VWKFC) technique is sug-
gested in this paper [25]. As a requirement, the kernel distance rather than the Euclidean distance
is used in the kernel-based hypersphere density initialization (KHDI) procedure. Moreover, a brand-
new density radius is proposed. Second, a two-part notion known as the weight information granule
is established. A feature weight matrix is given, in which various weights are given to various features
to lessen the impact of unrelated features. At the same time, each data point is given a sample
weight, which might somewhat lessen the impact of noise and outliers on grouping. Third, the density
viewpoint is the data point with the highest local density discovered by KHDI. Then, we design the
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VWKFC algorithm and demonstrate its convergence by combining the kernel mechanism, density
viewpoints, weight information granules, and maximum entropy regularization.

4.2 Object Detection
Localization, as well as classification of objects, are both included in object detection. Over recent

decades, researchers have tried a variety of methods to achieve detection and classification. There
are numerous ways to decide object detection, both of which use one- and two-stage algorithms.
Each algorithm has unique properties. Fig. 4 below shows there are numerous ways to decide object
detection, both of which use one- and two-stage algorithms.

Figure 4: Various object detection techniques

Here above in Fig. 4, it is shown that various techniques can be used to detect objects. Some of
them are traditional and others are deep learning based, each method has its advantages.

The Mask-Refined R-CNN (MR R-CNN), which modifies the ROI Align (region of interest
aligns) stride, is suggested [26]. Also, a new semantic segmentation layer is added to replace the original
fully convolutional layer. This layer achieves feature fusion by building a feature pyramid network
and combining the forward and backward transmissions of feature maps with the same resolution. By
integrating the feature layers that concentrate on the global and detailed information, segmentation
accuracy is significantly increased.

Using multi-layer convolution feature fusion (MCFF) and online hard example mining, an
efficient object detection technique for small and occluded objects is proposed in this study (OHEM)
[27]. The region proposal network optimized by MCFF is used to create the candidate regions first.
After that, the region based ConvNet Detector is trained using an efficient OHEM technique. To
increase training effectiveness, the challenging cases are automatically chosen. The model training’s
convergence time is accelerated by avoiding invalid examples. In an intelligent traffic scenario, the
tests are run using the KITTI data set.

This study [28] proposes dynamic weighted DPA (DWDPA) to improve the DP of the chosen
DCTCs without a pre-masking window, i.e., without optimizing the form and size of the pre-
masking window. According to their values for discrimination power, DCTCs are picked adaptively
(DPVs). There are higher DP DCTCs preserved. The chosen coefficients are dynamically weighted
and normalized by their DPVs. With normalization, it is ensured that the DP of the other DCTCs
with lower absolute values but higher DPVs won’t be ruined by the DCTCs with big absolute values.
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The performance of recognition is optimized and improved by dynamic weighting, which gives bigger
weights to the DCTCs with larger DPVs.

A neural network model for detection that takes cues from saliency that forecasts the collection of
class-neutral bounding boxes together with a single score for every box that reflects the likelihood that
it will contain any item of attention that has been given in [29]. At the highest layers of the network, the
model automatically accommodates a variable number of cases for each class and permits cross-class
generalization. Even with a limited number of neural network evaluations and the top few predicted
locations in each image, authors achieve competitive recognition performance.

The “You-only-look-once” method as the framework for object identification in real-time
unmanned Ariel vehicle applications has been proposed in [30]. Convolutional neural network and the
“YOLO” technique, both are deep learning-based algorithms and are thought to be the most effective
also widely used object detectors built into the vision-based unmanned Ariel vehicle navigation system.

An advance perception performance, the authors specifically implement the YOLOv4-Tiny
approach for semantic object recognition, Kalman filter is improved when it is paired with a 3D object
pose estimation. The technique is given in ref [31]. To complete, the completely autonomous system,
combined with UAV path planning for a surveillance maneuver. The perception module is tested on
a quad-rotor UAV, and flying tests are used to validate the entire system. The experiment’s findings
demonstrated that the autonomous object-tracking UAV system is reliable, effective, and capable of
fulfilling surveillance tasks.

It’s been suggested here in [32] that initially, one might capture and take advantage of such a reality
by merely decreasing the dimensionality of a layer, hence decreasing the dimensionality of the working
space. This has also been integrated into accurate system designs of other networks. MobileNetV1
effectively employed this to tradeoff between computation and accuracy using a width multiplier
parameter.

Various researchers have given their contributions to the detection of driver drowsiness using
different techniques, Table 2 shows some of their works.

As shown in Table 2 above, different techniques for driver drowsiness detection. Some used
physical measures and others used infrared technology. The results of them can vary from each other.
Each method has its strengths and weakness too.

Table 2: Shows how various researchers tackle driver drowsiness problems

Topic/Author Proposed methodology Strength Weakness

[26] Heart rate variability
was calculated, and it
was compared to
electro-
encephalography-based
sleep scores, so that
difference could be
measured.

HRV heart rate
variability algorithm
proposed. Eight HRV
features were observed.
Better results than
PhotoPlethysmography
wearable devices.

Not apt
cardiovascular
disease, epilepsy,
sleep disorders. The
experiment in the
cabin was used only
on 34 young
candidates.

(Continued)
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Table 2: Continued
Topic/Author Proposed methodology Strength Weakness

[27] Respiration was
calculated using a very
special inductive
plethysmography belt.
A novel algorithm used
to calculate variability
in respiration.

A thoracic
effort-derived
drowsiness index
algorithm was
proposed. False signs
during respiration rate
variability were
monitored.

Drive simulation
cabin was used in a
small data set having
20 candidates. The
experiment used a
specialized belt used
to calculate the
respiration rate.

[28] Smart glasses with
infrared, a telematics
platform, an automatic
diagnostics bridge, and
a vehicle rear light
mechanism are used.

Used a cost-effective
infrared photodetector
to detect light. The
telematics and
informatic board is used
for wireless
communication.

Mandatory internet
service for a
cloud-based system.
Test conducted on
two persons only.

Here below, a table shows different luxury vehicles that have driver drowsiness detection systems
in them.

Table 3 above shows how different car manufacturing companies deal with driver drowsiness and
detection systems. Each car company gives a unique system but has some drawbacks and benefits.

Table 3: Showing different cars providing driver drowsiness mechanisms [33]

Current tech. Manuf.
companies

Monitoring
devices

Detection
parameter

Warning
system

Detection
categories

Important
features

Challenges

Driver alert
control.

Ford. Camera. Lane
position.

Audio-
vibration.

Vehicle-based
measures.

Reverse
steering to
direct the
vehicle back
into the lane.

road-side
obstacles, and
rash driving
cause lane
deviation.

Driver
monitoring
system.

Toyota. Charge-
coupled
camera
(CCD).

Eye tracking,
head motion.

Audio. Behavioral
measure.

Advanced
Obstacle
Detection
(AOD)
system pushes
the brake
automatically

1) Not feasible
for sunglasses,
and contact
lenses.
2) The system
lessens forward
collision but not
prevention if a
driver in the rear
vehicle falls
asleep.

(Continued)
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Table 3: Continued
Current tech. Manuf.

companies
Monitoring
devices

Detection
parameter

Warning
system

Detection
categories

Important
features

Challenges

Driver fatigue
detection.

Volkswagen A sensor on
the steering
wheel.

Steering
wheel
movement.

Audio-Visual. Vehicle-based
measures.

The system
senses the
steering wheel
movement
and lane
changing
freq. and
alerts the
driver to stop
the vehicle for
rest

Different driving
styles and road
surfaces are
primary
challenges.

Driver alert
control

Volvo Cameras and
Sensors for
steering wheel
movement

Distance
between road
line marking
and car

Audio Visual Vehicle-based
measures

A lane
departure
warning
system
prevents
single vehicles
from running
into off-road
crashes as
well as a
head-on
collision

1) Good lighting
for visibility of
lane marking is
required.
2) Driver
behavior may
not be
influenced by
fatigue for
professional
drivers

5 Hardware Specs for Methodology

The system used for this process consists of an Intel® Core™ i5-6200U CPU @ 2.30 GHz 2.40 GHz
processor, 6.00 GB of RAM, an x64-based processor, and a 64-bit OS system, with Windows 10,
Raspberry Pie 4, Web camera, Liquid crystal display, and GSM module. Fig. 5 below shows how the
whole driver drowsiness and distraction detection system work.

Fig. 5 shows network connections of different hardware components along with the actors of the
proposed solution. Different hardware components showing the sequence of execution that will be
used to carry out this experiment are also mentioned here.

In Fig. 5 it’s been shown that the driver is monitored via the webcam and then a video is sent
to Raspberry 4 for any drowsiness, seat belt, or distraction happen, if yes is detected then an alarm
is sounded as well as a message is displayed on an LCD screen with a warning generated after the
set threshold has been crossed, a message will be forwarded to driver’s emergency contacts and to
law enforcement agencies to alert the driver along with the location of the vehicle via GPS module.
Here the message contains a snapshot of the driver as well as the exact location (fetch via GPS) of the
automobile.
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Figure 5: Network connection and sequence of the hardware components used in the proposed solution

6 Proposed Methodology

There will be tools needed to implement our suggested process. The system will operate with
outstanding accuracy and efficacy thanks to this tool combination mentioned in Table 4 down below.

Table 4: Tools that will be used in our research

Sr. Tool name Description

1 Open CV Library of program functions that use in computer vision
and machine learning.

2 TensorFlow Library for computer vision and artificial intelligence that is
used to train deep neural networks.

3 Keras Python interface intended for artificial neural networks and
offer interface designed for TensorFlow library.

4 Mobile net
SSD

The model is used for object detection.

5 Dlib’s shape
predictor

Localize a person’s facial features and structures like face,
eyebrows, and lips.

In above, Table 4, it’s been shown that different tools have been used to make this experiment
successful. All these tools have their purposes and methodologies in which TensorFlow is the main
framework with Keras and rest algorithms will be used in determinations of driver drowsiness or yawn
detections also seat belt and object detection.
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The whole mechanism of driver drowsiness and distraction is shown in Fig. 6 down below, in
flowchart form.

Figure 6: Flow chart illustration of driver drowsiness seat belt and distraction system

Fig. 6, shown in the form of a flow chart how our work will be done regarding the detection of
driver drowsiness or yawn detections and seat belt detections starting with when driver video will be
captured.

This paper has discussed a novel approach. Previous studies have concentrated mostly on the
drowsiness that occurs when a driver’s eyes are closed, but the mouth region can also be quite important
in the form of yawning, which can cause a driver to become fatigued and fall asleep. Additionally, a
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novel strategy has been proposed to inform the driver as well as notify law enforcement officials of the
driver’s whereabouts, enabling them to stop any further mishaps.

To determine whether the driver is either drowsy or distracted, this purposed methodology
pseudocode has been given below in Fig. 7.

Figure 7: Pseudocode for drowsiness detection

Above in Fig. 7, pseudocode for drowsiness has been shown. The formula for calculating ratios
regarding eyes and mouth is low. Using these formulas, we can determine ratios of the opening and
closing of eyes and mouth regions.

For eyes aspect ratio the formula is:

EAR = |p2 − p6| + |p3 − p5| |p1 − p4| | (1)

For mouth aspect ratio formula is:

MAR = |(| p2 − p8 |)| + |(| p3 − p7 |)| + |(| p4 − p6 |)| /2 ||p1 − p5|| (2)

The pseudocode for object detection has been shown down below in Fig. 8.

Figure 8: Pseudocode for object detection
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Above Fig. 8, shows object detection pseudocode and the how whole mechanism will work. Now
down in Fig. 9 illustration of object detection has been shown.

Figure 9: Flow diagram for illustration of object detection

Mobile net SSD’s object-detecting technology has been used to sense undesirable things the driver
uses during driving. The TensorFlow framework has been combined with Keras to adopt this model.
When a driver uses an undesired object while driving. Mobile net v3 SSD (single shot detector) employs
real-time object detection to identify it. It’s very lightweight and gives the most accurate results.
Regarding this trained model it uses the famous data set Coco which has 80 classes. Images that have
been provided are 320 × 320 pixels in size, in which RGB color channel has been used for all images.
How objects are positioned in the image Bounding Box Dimensions and the confidence score that the
value showing the precision of these objects detecting shows the accuracy of the model. Additionally,
the Mobile net SSD will assess whether the driver is buckled up or not.

The algorithm offers a better balance of both speed and accuracy, increasing production. It is
speedier than several related algorithms since it skips some steps that they employ. It includes a
convolution filter with a declining slope for determining object classes and offsets in bounding box
regions.

7 Results & Discussion

Euclidean Distance

It’s a distance between two points, and that distance is a straight line. The mathematical formula
is given as:

d(p, q) =
√√√√

n∑
i=1

{(qi − pi)2} (3)

When using Euclidean calculation, two numbers are fixed on a line, and the root of the equation
is chosen. The distance between these centers is the unit of a bundle, and the positive bearing is
represented as the direction from one inspiration to the next point. This line segment might be used to
explain what happens along the line to longer divisions whose lengths correspond to the isolated unit’s
outcomes. Then, astonishingly, the point on hold that is at a unit of one specific unit from the combined
earliest beginning stage is chosen. The precise determination of the mathematical difference between
two objects’ directions is the division between any two on a verified line. With its Cartesian assistance,
it is entirely expected to see the name of a point. Fig. 10 below discusses a graph of Euclidean distances
with two dimensions.
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Fig. 10, shows the Euclidean distance between two-dimensional points. Based on these graph
values, we calculate eye and mouth aspect ratios. The formula to calculate ratios regarding the eyes
and the mouth is shown below.

Figure 10: Computation of the two-dimensional euclidian distance

While a real-time video is being recorded, a calculated EAR value is used to register the eye’s
blinking condition (formula 1) and is compared to a predetermined threshold. Value (i.e., 0.5).
Blinking is explained by an abrupt change in the EAR to a greater value than the threshold value.
Similar is for MAR if a person’s mouth is open for a time.

Two figures with ratios and graphical representations are shown below. Fig. 11 shows the eyes-to-
mouth ratio, as well as the mouth to eyes ratio with various points of the eyes and mouth, accounted
for. Fig. 12, demonstrates charts with the eyes-to-mouth ratio with values considered. The upper value
of 0.30 shows that eyes are open and the lowest value, which is 0.05 shows eyes closed as the driver
blinked. Values that are at 0 show that the mouth is closed, and the upper value that is 0.8 shows that
the mouth is open.

Figure 11: EAR and MAR for eyes and mouth regions
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Figs. 11 and 12, it has been shown how eye and mouth aspect ratios work with different aspects
that consist of eyes open and closed and mouth aspects with open and close.

In this case, we added landmarks to the face using the pre-trained DLib shape predictor, which was
trained on the COWF (Caltech Occluded Faces in the wild) dataset, and it has almost 100% accuracy
when applying facial landmarks to it. Further, after training, we tried our proposed methodology
on different drivers and promising results were shown with great accuracy. Table 5 shows the driver
drowsiness dataset with various persons tested.

Figure 12: Graphical representations of eyes and mouth closing opening ratios

Table 5: Driver drowsiness and distraction detection dataset

Driver normal eyes and
mouth state

Driver yawn state & alert Driver drowsiness state & alert

(Continued)
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Table 5: Continued
Driver normal eyes and
mouth state

Driver yawn state & alert Driver drowsiness state & alert

Table 5 above shows a dataset that has been prepared with different driver’s table’s three aspects
under consideration are the driver’s normal state in which the eyes and mouth aspect ratio was normal
than in the second column yawn and third drowsiness status was detected.

Fig. 13, below shows an alert sent message shown on the LCD screen and how the GSM module
will be able to send alerts to driver emergency contacts and law enforcement agencies.

Figure 13: Alert message sent and shown on the mobile phone

Fig. 13, shows that an alert message was sent to the contact number that has been added, and an
alert message shown on the LCD screen showing that in the next figure message sent and received on
a mobile phone has been shown about the driver’s drowsiness or yawning.

The system will sound an alarm using a specified play sound library with a warning message to the
driver if this observation occurs three times in a row. If somehow the driver doesn’t respond following
three buzzers, an alert message will be issued to law enforcement authorities. Table 6 below shows
various research on driver drowsiness with their accuracy as well as proposed system accuracy.

Table 6 above shows the different algorithm’s accuracy, and it’s been shown that the proposed
work has been given more accuracy than any other methods mentioned. Our main target is the eyes
region and mouth region specifically and great accuracy has been achieved.
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Table 6: Demonstrating the correctness of several research findings in the field of image processing in
comparison to the suggested work with HOG (Histogram of Oriented Gradients), SVM (Super Vector
Machine), VGG (Visual Geometry Group), Residual Network (Res Net)

References Features Methods Environment Accuracy

[34] Eye blink detection HOG, SVM & PERCLOS System based 91%
[35] Head pose and eye

blink detection
Point distribution model Real-time 92%

[36] Facial features Harcascade and CNN Real-time 96%
Proposed work Eyes and Mouth CNN, Open cv, Keras Real-time 97%

For our object detection, we used MS COCO, which has various classes. The precision and recall
values have been given for comparison in Table 7 below. The F1 score we were able to achieve was
99.7.

Table 7: Showing comparison and accuracies of proposed work with previous solutions

References Method Precision Recall F1

[37] Graph Neural Network (GNN) 0.83% 0.76% 0.79%
[38] ResNet-50 0.53% 0.61% 0.57%
[39] YOLO V3 53.2 70.5% 60.6%
[40] Single Shot detector (SSD) 98.53% 96.90% 97.71%
Proposed method Mobilenet V3, SSD 99.2% 99.4% 99.7%

Below, Table 7 compares different authors’ data accuracy with our proposed system accuracy for
object detection. This table shows a comparison of various author works with Feature Enhanced Single
shot detector (FE SSD) You Only Look Once (YOLO) to our proposed work.

It’s been seen in Table 7 above that as compared to different models for object detections, Mobile-
Net version 3 single shot detectors have shown the highest value of our F1 score with 99.7%. This
version of the proposed work shows a greater F1 score with precision and recall values than any
previous models.

The detection of several objects that were employed by the driver while driving is displayed in
Table 8 below, in which different aspects of objects detections have been taken into consideration.

The detection of several objects that were employed by the driver while driving is displayed in
Table 8 above.

Table 9 above shows if the driver is wearing a seat belt or not detection. Driver distraction can be
recognized by the system as soon as it reaches a certain threshold, allowing the driver to be warned in
time to prevent any injury. Because the pre-trained models employed in the method are very specific
for object detection, they produce good results quickly while utilizing a small amount of memory.
Wearing the seat belt will also be detected using the same methodology of Mobile-Net SSD.
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Table 8: Dataset showing different objects detection causes driver distraction

Driver
calling
detection

Driver
texting
detection

Driver
drinking
cup
detection

Table 9: Dataset showing seat belt detection

Driver seat
belt
detection

Driver no
seat belt
detection

8 Conclusion

By using Keras and TensorFlow with the use of Mobile net SSD, we were able to achieve great
accuracy and precision that has not been achieved with any algorithm before. We in this research
paper present a novel approach for driver drowsiness, seat belt, and distraction detection system using
Convolutional Neural Network. Wearing the seat belt is essential for every person during driving but,
many times in emergencies or in a hurry people forget to wear it, so our system will indicate if this issue
occurs. Use of facial features including eyes as well as mouth region to calculate the area of attention
and then eye and mouth aspect ratio has been calculated and Keras classifier has been used with open
CV to detect drowsiness and yawn. For different object detections that distract driver attention during
driving, Mobile net SSD has been used. The same Mobile net SSD has been used to detect seat belt
wearing. Three consecutive Alert messages with a buzzer will be given to the driver to avoid drowsiness,
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seat belt wearing, and distraction. After that, if the driver’s response is negative after three consecutive
alarms, sending a mobile message and the location of the vehicle using GSM can also help in alerting
the driver and stopping any harmful event to occur. Presented techniques used in this paper can work
more efficiently and robustly as compared to different techniques used by various researchers and
more promising results can be achieved. However, there is much that can be improved in mentioned
techniques to give more precise and accurate statistics.

9 Future Work

The utilization of external elements for more accurate and thorough measurements of weariness
and sleepiness can be the focus of this paper’s future work. Weather conditions, vehicle conditions,
sleeping hours, and mechanical data are some other variables that may be considered. In the future,
further work can be done to automate the zoom on the eyeballs after they are localized. In the future,
we will test several hypotheses, attempt to increase accuracy at night and in bad weather, and generally
try to increase object detection accuracy. We want to ensure that the driver and any passengers in the
vehicle always wear safety seat belts for future prospective. The challenge will be handled in the future
by utilizing edge computing’s advantages to speed up detection and lower latency. We will test a few
approaches to further improve our results. We’ll work on taking the driver’s head poster into account.
Also, we will use AI to drive the automobile if the driver is sleepy or preoccupied.
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