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Abstract: Multimodal sentiment analysis is an essential area of research in
artificial intelligence that combines multiple modes, such as text and image,
to accurately assess sentiment. However, conventional approaches that rely
on unimodal pre-trained models for feature extraction from each modality
often overlook the intrinsic connections of semantic information between
modalities. This limitation is attributed to their training on unimodal data,
and necessitates the use of complex fusion mechanisms for sentiment analysis.
In this study, we present a novel approach that combines a vision-language
pre-trained model with a proposed multimodal contrastive learning method.
Our approach harnesses the power of transfer learning by utilizing a vision-
language pre-trained model to extract both visual and textual representations
in a unified framework. We employ a Transformer architecture to integrate
these representations, thereby enabling the capture of rich semantic infor-
mation in image-text pairs. To further enhance the representation learning
of these pairs, we introduce our proposed multimodal contrastive learning
method, which leads to improved performance in sentiment analysis tasks.
Our approach is evaluated through extensive experiments on two publicly
accessible datasets, where we demonstrate its effectiveness. We achieve a
significant improvement in sentiment analysis accuracy, indicating the supe-
riority of our approach over existing techniques. These results highlight the
potential of multimodal sentiment analysis and underscore the importance
of considering the intrinsic semantic connections between modalities for
accurate sentiment assessment.

Keywords: Multimodal sentiment analysis; vision–language pre-trained
model; contrastive learning; sentiment classification

1 Introduction

Sentiment analysis, also known as opinion mining, involves the computational examination of
individuals’ perceptions, assessments, evaluations, attitudes, and emotions in relation to products,
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services, and events [1]. In recent years, as social media and user-generated content have proliferated,
sentiment analysis has become an important area of research within the fields of natural language
processing and machine learning [2–7]. Traditional sentiment analysis models, however, rely primarily
on text data, ignoring the vast amount of information that can be extracted from other modalities such
as images, audio, and video. To address this limitation, researchers have become increasingly interested
in developing multimodal sentiment analysis approaches to improve performance [8].

The field of multimodal sentiment analysis has seen a significant increase in research efforts in
recent years, intending to develop models that can effectively leverage multimodal data for sentiment
analysis. As illustrated in Fig. 1, it has been demonstrated that relying solely on either text or image
modalities for sentiment detection may not consistently yield an accurate inference of the sentiment
polarity of a tweet. In light of this, multimodal sentiment analysis has been proposed as a solution.
This approach incorporates information from multiple modalities, thereby improving the performance
of sentiment analysis. Consistently, empirical evidence has demonstrated that multimodal models are
more robust and accurate than single-modal models for sentiment analysis [9–12].

Figure 1: Several image-text pairs extracted from twitter along with their respective sentiment polari-
ties, as indicated in parentheses

Multimodal sentiment analysis is challenged by the need to capture information from multiple
modalities. The prevalent methods for effectively incorporating information from multiple modalities
in multimodal sentiment analysis involve the utilization of unimodal pre-trained models specifically
designed for feature extraction. Examples of these models include the visual geometry group network
(VGG) [13] and Residual Networks (ResNet) [14] models for images, as well as the Bidirectional
Encoder Representation from Transformers (BERT) [15], the Generative Pre-trained Transformer
(GPT) [16] models for text. These models have been pre-trained on large datasets and can effectively
capture high-level features from both images and text. Despite their effectiveness in single modality
data, pre-trained models may not be able to adequately handle the complexities of multimodal data
or capture the interactions between different modalities. In light of this, the development of vision-
language pre-trained models is a major advance in the field of artificial intelligence. These models can
be trained on multimodal data to learn the representation of visual and textual information. Examples
of such models include the Contrastive Language-Image Pre-training (CLIP) model [17] and the
Visual-Linguistic BERT (VL-BERT) model [18]. Although vision-language pre-trained models have
shown promise in capturing interactions between different modalities, their potential in multimodal
sentiment analysis remains largely unexplored. This underscores the necessity for further investigation
into the effectiveness of these models and their ability to enhance the accuracy of sentiment analysis.
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In addition to vision-language models, contrastive learning is another promising approach for
representation learning that has gained popularity in the fields of computer vision and natural
language processing [19–23]. Contrastive learning is notable for its focus on learning representations
by comparing and contrasting different examples. This learning process necessitates the optimization
of feature embeddings within the feature space, where similar examples are drawn towards each other,
while dissimilar examples are pushed away. This strategy enables the model to effectively distin-
guish between diverse examples and acquire meaningful representations. Despite the demonstrated
effectiveness of contrastive learning, its application to multimodal sentiment analysis has received
relatively little attention in the research community. Leveraging the abundance of information available
across multiple modalities presents a promising opportunity to improve the performance of sentiment
analysis.

Motivated by the above observations, our work integrates the vision-language pre-trained model
with our proposed multimodal contrastive learning approach for multimodal sentiment analysis.
Specifically, we utilize the CLIP model, a state-of-the-art vision-language pre-trained model, to extract
representations from image-text pairs. To capture the rich semantic information contained within these
pairs, we introduce the Transformer architecture. We then apply our proposed multimodal contrastive
learning method to enhance these representations, which allows us to gain a more holistic and resilient
understanding of information from different modalities. To the best of our knowledge, our work
represents the first effort to integrate these approaches for multimodal sentiment analysis, and we
anticipate that our findings will stimulate further research in this direction. Towards achieving this
goal, we make the following contributions in this paper:

• We propose a novel approach to multimodal sentiment classification, the VLMSA architecture.
The VLMSA architecture capitalizes on the advantages of a vision-language pre-trained model
and the utilization of contrastive learning techniques, ultimately resulting in improved accuracy
in sentiment classification tasks.

• To further improve the performance of the VLMSA, we propose a multimodal contrastive
learning approach. The method involves separate data augmentation for different modalities
in an image-text pair, forming two new sample pairs for contrastive learning. This approach
has the potential to enhance representation learning in situations with limited labeled data.

• In order to validate the efficacy of our proposed method, we conducted extensive experiments
and comparisons on publicly available datasets. We demonstrate that a substantial improvement
can be achieved for multimodal sentiment classification without the need for additional input
features, such as object bounding boxes or face detection, even with limited training epochs.

The structure of this article is as follows: Section 2 provides an overview of the literature on
unimodal and multimodal sentiment analysis. In Section 3, we present our VLMSA model in detail.
Section 4 describes our experimental results on two publicly available datasets. Lastly, Section 5
concludes our study and outlines potential areas for future research.

2 Related Work
2.1 Unimodal Sentiment Analysis

Textual sentiment analysis, which is sometimes known as opinion mining, is a highly dynamic
field of study that has garnered significant interest in the natural language processing community [24–
26]. Its primary objective is to identify and extract subjective information from a given text, with the
ultimate goal of determining the overall sentiment or emotion that is being conveyed.
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Traditionally, sentiment analysis methods have relied on lexicon-based approaches, which asso-
ciate words or phrases in a text with pre-assigned sentiment scores [27,28]. These methods are
contingent upon the existence of lexicons or dictionaries that have been manually annotated with
sentiment information. However, the effectiveness of this method is constrained by its reliance
predefined sentiment lexicons that may not be comprehensive or applicable to the specific domain
of the text being analyzed. An alternative approach is the utilization of machine learning algorithms
in sentiment analysis. Several machine learning techniques, including support vector machines (SVMs)
[29] and naive Bayes classifiers (NBs) [30], have been explored in the literature. Despite advancements
in these methods, their performance is still heavily dependent on the amount and quality of the
data used for training. In recent times, with the emergence of deep learning techniques, researchers
have proposed the use of neural network-based models for sentiment analysis [31–33]. The most
recent trend in the field involves the use of pre-trained language models for sentiment analysis.
These models, trained on extensive corpora, have been shown to effectively learn generic language
representations, thereby eliminating the need for training from scratch when tackling downstream NLP
tasks. Hoang et al. [34] investigated the efficacy of using the BERT model, along with a fine-tuning
approach that incorporates supplementary generated text, to mitigate the challenge of out-of-domain
aspect-based sentiment analysis. A study by Singh et al. [35] used the BERT model on tweets to study
the effects of coronavirus on social life.

Visual sentiment analysis is a rapidly growing field of research that aims to understand the
emotions and attitudes conveyed by images. With the increasing popularity of social media platforms
and the proliferation of visual content, there has been a growing need to develop techniques for
automatically analyzing the sentiment conveyed by images.

The investigation of image sentiment analysis has undergone numerous developments over the
years. One of the earliest methods of image sentiment analysis was rooted in the utilization of low-
or mid-level image features to make inferences regarding the sentiment conveyed by the image. For
example, Machajdik et al. [36] aimed to classify images by considering the psychological and aesthetic
aspects of images. The study proposed a method for extracting low-level features such as composition,
texture, and color from images and using them to predict the emotions conveyed by the image.
Borth et al. [37] introduced SentiBank, a method that recognizes adjective-noun pairs (ANPs) from
visual content, which can be considered as mid-level visual features that reflect semantic concepts.
While these earliest approaches to image sentiment analysis have relied on manual feature extraction
and rule-based algorithms, deep learning techniques have emerged as a promising alternative. For
instance, You et al. [38] proposed a new method for visual sentiment analysis that leverages a
progressive fine-tuning procedure in the context of transfer learning. Song et al. [39] presented a novel
approach to visual sentiment analysis that involves the incorporation of an attention mechanism within
a convolutional neural network (CNN) framework.

2.2 Multimodal Sentiment Analysis
The domain of multimodal sentiment analysis, with a particular emphasis on visual-textual

sentiment analysis, has seen a significant increase in scholarly attention in recent years. This can be
attributed to the widespread use of social media platforms that enable individuals to post multimedia
content along with the written text. The visual and textual components often complement each
other and supply additional contextual information, which is particularly significant in the realm
of social media posts. Integrating visual and textual information in such contexts provides a more
comprehensive understanding of the sentiment expressed in the media.
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Early works in this domain adopted feature-based methods to integrate information from different
modalities. For instance, Cao et al. [40] proposed a cross-media sentiment analysis approach that
leveraged both textual and visual features. To extract textual features, they employed a sentiment
dictionary, while for visual sentiment ontology from images, they relied on adjective-noun pairs
(ANP). Despite their effectiveness, these methods require significant effort and time for feature
engineering. With the advent of deep learning, neural network-based models have emerged, achieving
notable progress in this field. Yu et al. [41] pre-trained convolutional neural networks (CNNs) on text
and image data to extract feature representations. These multimodal features are then fused and used
to train a logistic regression model for sentiment classification. Xu et al. [42] proposed an approach
for sentiment analysis that incorporates a co-memory attentional mechanism. This mechanism enables
the interactive modeling of the relationship between text and image data, thus enhancing the accuracy
of the sentiment analysis results. Li et al. [43] proposed a label-based and data-based contrastive
learning approach to capture the complementary information between modalities and a multi-
layer fusion mechanism to integrate multimodal features effectively. Recent advancements in vision-
language models have led to remarkable progress in multimodal tasks, such as Cheema et al. [44]
applied CLIP to multimodal sentiment analysis, demonstrating its potential as a powerful baseline for
sentiment prediction tasks in tweets. However, the utilization of vision-language pre-trained models in
multimodal sentiment analysis remains under-explored in the literature.

Compared to prior unimodal or multimodal sentiment analysis methods, our approach has two
distinctive features. Firstly, instead of relying on unimodal pre-trained models with limited sensitivity
for sentiment detection, we adopt transfer learning by utilizing a vision-language pre-trained model
to extract visual and textual representations in a unified framework. These representations are then
integrated using a Transformer architecture to capture deep semantic information in image-text pairs.
Secondly, our proposed multimodal contrastive learning method can expand the original sample size
to obtain richer representation information. This approach allows us to effectively leverage multimodal
data and extract more comprehensive features for sentiment analysis.

3 Methodology

In this section, we provide a brief overview of multimodal sentiment analysis and introduce the
proposed VLMSA architecture, as shown in Fig. 2. Subsequently, we elaborate on the methodology
we have introduced for multimodal sentiment classification. Our approach deviates from conventional
methods by incorporating a vision-language pre-trained model and our proposed multimodal con-
trastive learning approach, aimed at improving the performance of sentiment analysis.

Task Formulation: Our goal in this research is to determine the sentiment polarity expressed
in a multimodal post that consists of both an image and text. A multimodal sentiment sample is
represented as M = (I, T), where I denotes the visual modality, and T represents the textual modality.
Our objective is to develop a mapping function that classifies M into one of the predefined categories
y, which includes the sentiments of neutral, negative, or positive.
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Figure 2: The overview of our proposed VLMSA architecture

3.1 Representations Extraction with the Vision-Language Pre-Trained Model
In this study, we adopted the CLIP architecture as a feature extractor for sentiment classification.

CLIP encompasses a visual encoder for images and a textual encoder for text, allowing for effective
extraction of meaningful representations from both modalities. We used the pre-trained weights from
the CLIP model, keeping them frozen, to generate image and text representations as inputs for
our sentiment classification model. This approach addresses limitations of traditional unimodal pre-
trained models in capturing complex relationships between different modalities and improving feature
extraction performance. The process can be succinctly expressed as follows:

IO = CLIPimg

(
Ioriginal

)
, (1)

TO = CLIPtxt

(
Toriginal

)
, (2)

IA = CLIPimg

(
Iaugument

)
, (3)

TA = CLIPtxt

(
Taugument

)
, (4)

where both Ioriginal and Toriginal are original visual modality and textual modality, respectively; both Iaugument

and Taugument are generated through data augmentation techniques. The data augmentation methods
employed include the back-translation strategy, as adopted in previous works [43,45] for text, and
RandAugmentation [46] for images; CLIPimg and CLIPtxt refer to the visual and textual encoders of
the CLIP model, respectively.
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3.2 Multimodal Representations Learning
While it is possible to utilize extracted visual and text representations from CLIP for sentiment

analysis by concatenating image and text features (as in [44]), we argue that direct fusion may not
adequately capture modalities’ relationship, potentially decreasing accuracy and reliability. Therefore,
we propose a method that incorporates self-attention to model interdependence between image and
text. Self-attention is a mechanism that facilitates the calculation of a weighted sum of values, where the
weights are determined by mapping a query and its corresponding key to a set of key-value pairs. This
mechanism enables us to effectively capture the relevance between the image and text data, thereby
enhancing the performance of multimodal sentiment analysis.

Att (Q, K, V) = softmax
(

QKT

√
dk

)
V , (5)

where the query (Q), key (K), and value (V ) are utilized in computing the attention scores, while
the factor

√
dk is incorporated to alleviate the vanishing gradient issue that arises in the softmax

function when the inner product becomes excessively large. Our methodology utilized a single-layer
Transformer Encoder [47] to perform the self-attention mechanism. This selection was motivated by
its ability to capture the interactions between different input sequences, making it suitable for our task
of multimodal sentiment analysis.

Fu = Att (Concat (IA, TO)) , (6)

Fo = Att (Concat (IO, TO)) , (7)

Fv = Att (Concat (IO, TA)) (8)

where Fu, Fo and Fv are the output from Transformer Encoder Layer computed through the application
of a feed-forward layer to the Att (Q,K,V ) vectors. The Transformer Encoder layer enhances the
capability of the model to selectively attend to salient information in both visual and textual modalities,
thereby improving the quality of the representations generated.

3.3 Multimodal Contrastive Learning
Despite its effectiveness in training models with limited labeled data, the potential of contrastive

learning as an approach in multimodal sentiment analysis has not been fully explored in previous
research. In scenarios where there is a scarcity of labeled data, leveraging contrastive learning
techniques holds promise in significantly improving the efficacy of sentiment analysis models. As
such, exploring the implications of contrastive learning in multimodal sentiment analysis presents a
promising opportunity for advancing the field and unlocking new possibilities.

In this research, we propose an innovative approach that augments original image-text pairs for
each modality separately, generating two new input pairs. These pairs are then learned in contrast to
the original image-text pair, with the two augmented pairs serving as positive examples and all other
pairs in the batch as negative examples. Our approach aims to maximize the similarity between the
original pair and its augmented pairs, while minimizing the similarity between the augmented pairs
and all other pairs in the batch, as depicted in Fig. 3. This novel approach differs significantly from
previous works in the field, such as [43], and holds the potential to advance multimodal contrastive
learning. Specifically, our method eliminates the need for labeled data and expands the sample number
based on the original image-text pair, making it a more efficient and scalable solution for multimodal
sentiment analysis.
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Figure 3: Multimodal contrastive learning aiming to maximize the similarity between the original pair
and its augmented pairs, while minimizing the similarity between the augmented pairs and all other
pairs

In order to effectively compare and learn from the different modalities, we utilize a two-layer
perceptron (MLP) with ReLU activation to transform the modalities Fu, Fo and Fv into a 512-
dimensional vector space, followed by the L2-Normalization, as illustrated in Eqs. (9)–(11). By
implementing these preprocessing steps, we aim to produce robust and meaningful representations
of the input data, which are less susceptible to variations.

u = Norm (MLP (Fu)) , (9)

o = Norm (MLP (Fo)) , (10)

v = Norm (MLP (Fv)) , (11)

In our proposed multimodal contrastive learning approach, we present a novel approach
that leverages the power of contrastive learning. Specifically, as illustrated in Fig. 2, our approach
comprises two distinct contrastive learning sections located in the upper and lower right corners,
respectively. The aim of our training objective is to optimize two primary loss functions, namely the
ui→oi contrastive loss and vi→oi contrastive loss, for each i-th pair within a minibatch of N input pairs
from the training data:

Lc = −1
2

log
exp (〈ui, oi〉/τ)∑N

j=1 exp
(〈ui, oj〉/τ

) − 1
2

log
exp (〈vi, oi〉/τ)∑N

j=1 exp
(〈vi, oj〉/τ

) , (12)

where 〈ui, oi〉 and 〈vi, oi〉 represent the cosine similarity, i.e., 〈u, o〉 = uTo/ ||u|| ||o||; and τ represents
a temperature parameter. The Lc loss function is designed to optimize the dissimilarity between the
representations of two new pairs and their corresponding original pairs within the same class, while
concurrently maximizing the divergence between two new pairs and the original pairs from distinct
classes. The implementation of this loss function enabled the model to acquire semantically significant
representations, which facilitated a more precise prediction of sentiment.
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3.4 Classification and Objective Function
The aim of multimodal sentiment analysis is to accurately classify the sentiment expressed in a

given image-text pair, represented as (I, T). To achieve this, we employ another MLP that comprises
two fully connected layers designed to process the input representations Fo generated from the
feature extraction steps outlined in Section 3.2. The first fully connected layer performs a linear
transformation of the input representations, followed by the application of a non-linear activation
function such as GeLu. After the initial fully connected layer, the output is then fed into another fully
connected layer. Subsequently, the output of these layers is passed through a Softmax layer, which
transforms the output of the previous layers into a probability distribution over the possible sentiment
labels. The Softmax layer is defined by the equation:

ypre = Softmax (MLP (Fo)) . (13)

Furthermore, the optimization of our model is achieved through the utilization of the Adam
optimization algorithm, in combination with the minimization of cross-entropy loss:

Ls = CrossEntropyLoss
(
ypre, y

)
, (14)

where y denotes the ground truth sentiment label.

Finally, in order to effectively predict sentiment, we employ a joint optimization method that
simultaneously optimizes the losses of the classification loss Ls and multimodal contrastive learning
Lc to obtain correctly predicted sentiment, thereby ensuring that the model can acquire a diverse set
of features and avert overfitting to a specific corpus of inputs. To train the model for multimodal
sentiment analysis, we formulate the total loss as follows:

Ltotal = Ls + Lc. (15)

4 Experiment

This section presents the experimental evaluation of the proposed VLMSA model for multi-
modal sentiment analysis. Initially, we outline the intricate details of the data preparation, model
implementation, and comparative methods employed in the experiment. Subsequently, we verify the
efficacy of our approach by conducting evaluations on two publicly available datasets, accompanied
by a comprehensive analysis of the results. Finally, we investigate supplementary assessments, such as
attention visualization and ablation study, to gain additional insights into the model’s workings.

4.1 Datasets
In this study, we have utilized two publicly available datasets, MVSA-Single and MVSA-Multi,

provided by the Sentiment Analysis on Multi-view Social Data (MVSA) project, which was established
by Niu et al. [48]. These datasets have been collected from the popular social media platform Twitter
and include a total of 5129 and 196,000 image-text pairs, respectively. The MVSA project is a
significant development in the field of multimodal sentiment analysis, as it provides a standardized
benchmark that allows researchers to compare the performance of their models against that of other
models, ensuring a fair and reliable evaluation. The datasets are labeled with sentiment polarity forms,
including positive, neutral, and negative.

In order to ensure a fair comparison, we have adopted a consistent preprocessing strategy
for the training, validation, and test sets. Furthermore, we have divided the datasets into three
segments, following the methodology employed by prior studies [43], with a ratio of 8:1:1. These key
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characteristics of the datasets have been summarized in Table 1, which is provided for reference in our
experimental section.

Table 1: The statistics of the databases for MVSA-Single and MVSA-Multiple

Lable MVSA-Single MVSA-Multiple

Train Validation Test Train Validation Test

Positive 2147 268 268 9056 1131 1131
Neutral 376 47 47 3528 440 440
Negative 1088 135 135 1040 129 129
Total 3611 450 450 13624 1700 1700

4.2 Experimental Settings
The experiments for the VLMSA model were conducted using a Tesla V100 Graphics Processing

Unit (GPU), which provided high-performance computing power for training and testing the model.
The substantial 32 GB of Random Access Memory (RAM) on this GPU allowed us to process large
amounts of data efficiently and effectively. In our research on multimodal sentiment analysis, we
leveraged the capabilities of Google Colaboratory, a cloud-based platform offering free access to
powerful computing resources. With its support for the PyTorch framework, we could effortlessly
implement our proposed model and take advantage of the platform’s intuitive interface for handling
data and code management.

In order to enhance the performance of the VLMSA model, we took a deliberate approach in
selecting the hyper-parameters, considering the balance between computational efficiency and model
performance. The resulting optimal values have been consolidated and presented in Table 2. Through
the optimization of hyper-parameters, our VLMSA model was able to attain outstanding performance
on the task of multimodal sentiment analysis.

Table 2: Settings of important parameters

Hyperparameters MVSA-Single MVSA-Multiple

Image size 224 224
Text length 77 77
Batch size 32 64
Learning rate 1e-4 5e-4
Maximum epochs 6 6
Pretrained CLIP model ViT-B/32 ViT-B/32
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4.3 Compared Methods
To further validate the efficacy of the proposed VLMSA model for multimodal sentiment analysis,

we compare our approach to a variety of existing competitive methods.

SentiBank & SentiStrength [37] employs a mid-level representation of an image based on the
extraction of 1200 adjective-noun pairs using SentiBank. Subsequently, the sentimentality of the
resulting text is quantified utilizing the SentiStrength algorithm.

MultiSentiNet [49] identifies objects and scenes as semantic features of images. These semantic
features are utilized to guide the learning of textual representations through attention mechanisms
and are subsequently aggregated with textual features for sentiment analysis.

Co-Memory [42] takes into account the reciprocal relationship between visual content and textual
words and models the dynamic interactions between these two modalities for multimodal sentiment
analysis.

CLMLF [43] introduces a transformer-based fusion approach that employs contrastive learning.
Two distinct forms of contrastive learning, label-based and data-based, are proposed as training
strategies to facilitate the model’s acquisition of salient features relevant to sentiment analysis.

Se-MLNN [44] explores the utilization of various sophisticated visual features in combination
with a textual model for the purpose of conducting comprehensive multimodal sentiment analysis.

4.4 Results and Analysis
In our research, we compared the accuracy and weighted-F1 score of the proposed VLMSA

approach against other compared methods in Table 3. Through our experimentation, we have drawn
several significant conclusions: (1) the SentiBank & SentiStrength model demonstrated the lowest
level of accuracy in determining the sentiment polarity of tweets. This model, which relied solely
on traditional statistical features, was unable to effectively extract the crucial internal features of
text and images; (2) the MultiSentiNet model was suboptimal compared to other models. Even
though it considered the influence of visual data on text, it didn’t fully consider the impact of
textual data on images, resulting in a superficial connection between the two modalities; (3) the
Co-Memory model surpasses MultiSentiNet in multimodal sentiment analysis by incorporating a
fusion module that facilitates mutual influence between modalities; (4) the CLMLF model not only
addresses the relationship between images and text but also leverages contrast learning to enhance
the representational learning capability, thereby improving the accuracy of sentiment analysis. These
findings suggest the potential of contrastive learning in this domain; (5) the Se-MLNN, which
incorporates CLIP for feature extraction and fusion, is a straightforward and efficient methodology
for sentiment analysis. Nevertheless, the direct feature fusion approach was inadequate in the MVSA-
Multiple dataset, emphasizing the need for a deeper understanding of the complex relationships
between images and text; and (6) the VLMSA model leverages vision-language pre-trained models
with contrastive learning techniques to enhance multimodal sentiment analysis accuracy. Our findings
demonstrate that this approach yields a significant improvement in the accuracy of sentiment analysis
tasks. These results are promising and represent an important step forward in this field of research.
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Table 3: Performance comparison of MVSA-Single and MVSA-Multiple. Results denoted with † were
obtained from Cheema et al. [44], while the remaining results were obtained from their respective
sources

Methods MVSA-Single MVSA-Multiple
Accuracy F1 Accuracy F1

SentiBank & SentiStrength† 52.05 50.08 65.62 55.36
MultiSentiNet 63.27 59.12 63.08 59.12
Co-Memory 70.51 70.01 69.92 69.83
CLMLF 75.33 73.46 72.00 69.83
Se-MLNN† 75.33 73.76 66.35 61.89
VLMSA (Ours) 76.44 75.27 72.29 67.02

4.5 In-Depth Analysis
Attention Visualization. Our research paper delves into the examination of the impact of incor-

porating a vision-language pre-trained model in a multimodal sentiment analysis task. Our inquiry
employs the use of an attention mechanism to highlight the CLIP model’s capacity to extract
semantically relevant data from image-text pairs. The results, as depicted in Fig. 4, reveal that for
a given textual input, the pre-trained model can identify the relevant regions in the image and assign
higher attention weights to them, resulting in improved text-image feature fusion. As an illustration,
Fig. 4b exemplifies the successful alignment of the term ‘amazing’ in the text and the ‘girl’s face’ in the
image, demonstrating the vision-language pre-trained model’s capacity to perform semantic alignment
with great accuracy. Given the robust cross-modal alignment capabilities of the vision-language pre-
trained model, we have extended its sentiment analysis capabilities by integrating a Transformer
Encoder Layer. This integration enables the investigation of the interdependencies between text and
images, as discussed in Section 3.2.

Ablation Study. We conducted ablation experiments to assess the impact of the CLIP model,
the Transformer Encoder Layer, and Multimodal Contrastive Learning on the performance of
sentiment analysis. Table 4 presents the findings of our ablation study, which aimed to enhance
our comprehension of the individual impact of each component on the overall effectiveness of our
multimodal sentiment analysis system. This information was essential in guiding the development of
the model and informing future research directions.

Our analysis revealed several key insights: (1) the evaluation of the VLMSA model across two
datasets showed that the optimal performance was achieved with all modules intact. The removal
of any single component resulted in a noticeable decline in accuracy and F1 score, thus confirming
the interdependence of the modules and their crucial role in driving optimal performance. The loss
of a critical component from the system, due to the removal of a single module, would inevitably
lead to a degradation in the overall performance of the model; (2) the incorporation of the Trans-
former Encoder Layer in multimodal data fusion was found to enhance performance significantly.
The results demonstrate that the Transformer Encoder Layer has the ability to effectively capture
complex dependencies between different modalities, thus yielding improved performance compared
to traditional methods; (3) the integration of multimodal contrastive learning has demonstrated its
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potential in further improving the performance of sentiment analysis models. This approach enables
the model to learn the common features indicative of sentiment and differentiate between instances of
differing sentiment through the application of contrastive learning. As a result, the model possesses
a strengthened understanding of the relationships between visual and textual features, leading to
improved accuracy in the sentiment classification of multimodal data.

Figure 4: Attention visualization of some image-text pairs. Given a textual input, the model can identify
the relevant regions in the image and assign higher attention weights to them

Table 4: Ablation study results on two MVSA datasets

Methods MVSA-Single MVSA-Multiple

Accuracy F1 Accuracy F1

Pre-trained CLIP model 72.67 70.73 70.94 65.51
+ Transformer Encoder Layer 75.33 73.92 71.12 63.64
+ Multimodal contrastive learning 76.44 75.27 72.29 67.02

5 Conclusion

Performing multimodal sentiment analysis on social media is a challenging task due to the varied
and complex nature of user-generated content. While previous research in this field has mainly focused
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on using unimodal pre-trained models to extract features from either visual or textual modalities, our
approach differs in its utilization of vision-language pre-trained models and our proposed multimodal
contrastive learning approach to effectively integrate information gained from different modalities.
The efficacy of the proposed methodology has been assessed on two publicly available datasets. The
experimental outcomes manifest its potency and supremacy in comparison to other contemporary
techniques. To the best of our knowledge, this is the first study to integrate vision-language pre-trained
models with contrastive learning for multimodal sentiment analysis, and we expect that our findings
will inspire further research in this field.

Despite the promising performance, our proposed approach still has several limitations. One
limitation is that it relies on the quality of vision-language pre-trained models. Another limitation
of our proposed approach is that it may not perform well on tasks involving fine-grained sentiment
analysis, such as determining the sentiment of a specific phrase or aspect within a text. As part of
our ongoing research efforts, we plan to undertake a deeper analysis of the interplay between image
and text modalities in sentiment analysis. Additionally, we aim to devise a robust and advanced fusion
technique to augment our current methodology.
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