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Abstract: With the increasing number of digital devices generating a vast
amount of video data, the recognition of abnormal image patterns has become
more important. Accordingly, it is necessary to develop a method that achieves
this task using object and behavior information within video data. Existing
methods for detecting abnormal behaviors only focus on simple motions,
therefore they cannot determine the overall behavior occurring throughout
a video. In this study, an abnormal behavior detection method that uses
deep learning (DL)-based video-data structuring is proposed. Objects and
motions are first extracted from continuous images by combining existing
DL-based image analysis models. The weight of the continuous data pattern
is then analyzed through data structuring to classify the overall video. The
performance of the proposed method was evaluated using varying parameter
settings, such as the size of the action clip and interval between action clips.
The model achieved an accuracy of 0.9817, indicating excellent performance.
Therefore, we conclude that the proposed data structuring method is useful in
detecting and classifying abnormal behaviors.

Keywords: Deep learning; object detection; abnormal behavior recognition;
classification; data structuring

1 Introduction

Internet-of-Things-based devices, black boxes, and closed-circuit televisions (CCTVs) generate
vast amounts of video data. Currently, approximately 1.3 million CCTVs are installed in domestic
public institutions, and the number is increasing every year [1]. Although it cannot be accurately
measured, the number of CCTVs used in private properties is estimated to be much higher than
that in public institutions. Owing to the large amounts of data collected by CCTVs, it is infeasible
for supervisors to check every video [2]. Although supervisors must check these videos for public
safety, there are concerns regarding privacy violations in the process. Because abnormal behaviors
comprise a small fraction of a footage, identifying these behaviors manually is highly cumbersome.
CCTVs are typically used to detect crimes in real time; however, repeated monitoring is required
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for confirmation after a crime has occurred, as the abnormal behavior in question must not only
be detected but also classified. Deep-learning (DL)-based research is being actively conducted to
detect objects and recognize actions from video data [3], with algorithms such as you look only once
(YOLO) [4] and faster region-based convolutional neural network (R-CNN) [5] being used for object
extraction. Inferring the relationship between objects by detecting them makes it possible to determine
the characteristics of a video. However, it is difficult to discriminate between images using only object
information. For example, if objects such as elephants, giraffes, and zebras are extracted from an image,
it can be inferred that the image category is “animals”. However, if the extracted information consists
entirely of people, it is difficult to categorize the image because of the level of ambiguity between
objects. To address this, motion analysis methods, such as SlowFast networks, or motion extraction
algorithms based on the human skeleton can be used to classify human motion [6]. However, because
these techniques extract only simple motions based on short video clips, it is difficult to use them to
analyze abnormal behaviors that occur on a scale of tens of seconds.

This study proposes an abnormal behavior detection method using DL-based video data struc-
turing. The proposed method extends the common DL-based feature extraction method to combine
object and behavior information in the form of a transaction. Objects and behaviors were extracted
using YOLO and SlowFast networks, and the extracted data were structured using the bow method.
Because the data structure consisted of numerous object and behavior columns, blank columns were
deleted during preprocessing to prevent the emergence of a sparse matrix. Finally, each instance of
abnormal behavior was classified using an automated machine learning (autoML) model suitable
for structured data. Thus, it is possible to detect abnormal behaviors by analyzing object/behavior
patterns from image data. Furthermore, accurate and fast prediction becomes possible by structuring
the data using a machine learning model that is lighter than DL, which enables the accurate detection
of abnormal situations and quickly provides relevant information. Our main contributions are as
follows:

� Video is converted into structured data through the proposed data structuralize, and based on
this, it is possible to detect abnormal behavior situations according to object and behavioral
information.

� It is possible to use a pre-trained action recognition model and has high versatility as it does
not require additional learning according to data.

� It is possible to effectively analyze a large amount of video data. After data structurization, the
data does not require much computing power for subsequent processing. This enables effective
analysis of large amounts of video data.

� Consequently, Using the data structuring proposed in this study, higher video behavior
classification accuracy is shown.

� In addition, it is possible to classify abnormal behaviors of various types.

2 Related Work
2.1 Deep-Learning-Based Video Analysis

Existing object detection algorithms largely utilize the R-CNN series [7], which has a very slow
detection speed-approximately 5 s per frame. Even Faster R-CNN [8], the fastest among R-CNN
algorithms, has a maximum detection speed of seven frames per second, making it inefficient for
image processing. In contrast, YOLO [9] features an object detection speed of 45 fps. In the case of R-
CNN, the region of interest in which the object is expected to exist is first extracted through the region
proposal network (RPN). Thereafter, classification is performed using a classifier for each region of
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interest, and a bounding box is determined. In comparison to R-CNN series models composed of
RPNs and class classifiers, YOLO maintains high accuracy in object detection and quickly improves
the speed by simplifying the network structure. However, it has the limitation of being unable to detect
multiple small objects gathered in a single grid.

In motion detection, the use of temporal information is crucial. It is possible to store and use past
information using an algorithm based on recurrent neural networks [10]. However, these algorithms
are limited by memory decay. To resolve this, Long Short Term Memory (LSTM) [11] was designed
to use only short-term memory for learning, and a convolutional LSTM [12] model that implements
a CNN to reflect spatial features in images was additionally proposed. This method accounts for
both temporal and spatial features, whereas the original LSTM model cannot reflect spatial features.
Zhu et al. proposed a skeleton-based motion recognition method that uses a bidirectional LSTM-CNN
model [13]. This method extracts the relative position and velocity information through the skeleton
sequence, and subsequently enters a Bi-LSTM model. The output of the model is then input into
the CNN classifier to classify the motion. However, there is a limitation-the images taken from three
different angles are required when constructing the dataset. Feichtenhofer et al. proposed SlowFast
networks [14], which exhibit excellent performance in motion recognition classification by mimicking
the human ocular system. Under this model, slow motion has a different contribution level than
fast motion during video recognition. Unlike its identity, the motion of objects experiences rapid
changes. Accordingly, the spatial structures and temporal events of each object should be considered
separately. The SlowFast networks comprises two pathways that extract frames at different rates.
Semantic information is captured through a slow pathway that requires fewer frames per second,
whereas motion information is captured through a fast pathway that requires a larger number of
frames per second. Finally, features derived from each pathway are combined and classified. Although
each pathway was configured based on the same CNN network, the number of channels in each
kernel was set differently. With fewer channels, spatial modeling performance decreases, whereas
temporal modeling ability increases. The amount of computation is reduced, making the model
lightweight. Accordingly, the fast pathway was configured with fewer channels than the slow pathway.
The calculation ratio between the slow and fast pathways was set to 8:2, equivalent to the ratio of M-
cells to P-cells in the human eye. Like their corresponding pathways, these cells respond to temporal
and spatial information, respectively. Thus, the SlowFast networks functions as a two-stream net that
mimics the human visual perception system. Although the model performed excellently in the action
classification of the Kinetics-400 dataset, this dataset consists of images in which human figures appear
relatively large. In contrast, most abnormal behaviors recorded on CCTV videos show people in small
sizes, which limits the applicability of the SlowFast networks to CCTV footage. Sun et al. proposed
multistream SlowFast-graph convolutional networks (SF-GCN) for skeleton-based action recognition
[15]. The model consists of six SF-GCN models: three models that consider the joints in the skeleton
sequence and three models that consider the edges. Each of these models receives sequences of spatial
and temporal differences as input. Final predictions are made by combining the features derived from
each SF-GCN model.

Xiong et al. designed a transferable two-stream convolutional network for human action recog-
nition [16]. This network optimizes weights after the pretraining phase, which uses large-scale open-
source data. Subsequently, the layer transfer is performed such that the pretrained model can recognize
behavior in the target domain, where the learning data are limited. This process enables the use
of temporal information while mitigating data restrictions. Chen et al. proposed a heterogeneous
two-stream network [17], where temporal and spatial information is extracted via ResNet and
batch normalization inception, respectively. To obtain long-range temporal information, the video is
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segmented, trained, and averaged to derive the behavior class score. Likewise, in conventional methods,
action recognition tasks are generally performed by receiving video data as input. Fig. 1 shows the
architecture of the action recognition task used in prior studies. However, background information is
not considered because the action recognition is performed by extracting only the human skeleton,
and the objects in the vicinity are not considered [18].

Figure 1: Architecture of the action recognition task used in prior studies

2.2 Semantic Extraction and Extension Using Text Mining
Because most data in the current age is unstructured, the analysis of unstructured data has become

increasingly valuable [19]. Text mining is an analytical process that derives meaningful information for
various purposes according to statistics or linguistics [20]. This approach is often used for tasks related
to the classification or clustering of texts by identifying the word or topic characteristics inherent to a
document. Text mining is also used to extract specific entities, or keywords, from within a document,
making the method applicable to tasks involving unstructured text. Text mining is performed in the
following order: First, unstructured data are collected and a vocabulary is extracted through processes
such as morphological analysis. Necessary information is extracted from the vocabulary before
analysis. To analyze the text, it is first converted into vector form, where each word is transformed into
either local or distributed representation [21]. Local representation maps words to specific values, such
as one-hot vectors, N-grams, or bag of words (BoW) [22], whereas distributed representation expresses
continuous values by considering surrounding words, as in latent semantic analysis and Glove [23].

In this study, meaningful patterns were extracted through text mining using DL-based image
analysis. In most action-recognition tasks, object actions are classified based on temporal and spatial
information of the video data. However, few studies classified actions after structuring of unstructured
data. In this study, DL-based image-analysis models were employed to extract objects as nouns and
actions as verbs, thus generating a data structure. In the preprocessing stage, extraneous objects and
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behavioral variables were removed using the word representation method. The preprocessed data were
learned using autoML, and an ensemble model was used to classify abnormal behaviors.

3 Abnormal Behavior Detection Using Deep-Learning-Based Video Data Structuring

As the amount of video data generated by CCTVs increases, the need to collect and analyze
images also increases. Image analysis research is generally conducted by learning object motion
using a CNN-based DL model and determining abnormal behaviors through a process equivalent
to binary classification. Rather than simply identifying abnormal behaviors in a binary fashion, it is
necessary to classify these behaviors spatially as well as temporally. Therefore, we propose an abnormal
behavior detection method using DL-based video data structuring, where image patterns are identified
according to the passage of time.

Fig. 2 shows the proposed classification method that consists of three stages. In the object
detection stage, an object is detected and tracked using the YOLO model. In the action classification
stage, the action is recognized using the tracked person object as a SlowFast networks input. Finally,
the abnormal behavior classification stage employs the autoML model to classify abnormal behaviors
from structured data.

Figure 2: Process of abnormal behavior detection using deep-learning-based video data structuring

3.1 Collection and Preprocessing of Time Series Data
The YOLO system and DeepSORT are used for object detection and object tracking, respectively.

DeepSORT is an object tracking framework that complements simple online and real-time tracking
(SORT) [24]. First, the location of an object is predicted and updated in the next frame using an
object that appeared previously through Kalman filtering and by measuring the intersection over union
(IOU). In the next step, IOU similarity is measured through IOU match, and objects are classified.
Objects to be classified are previously tracked objects and untracked objects that disappear or newly
appear in the next frame. Objects in progress are updated with measurement values through the
Kalman filter in the same way as in the first step, and objects that disappear from the frame are deleted
after some time. In addition, a new track is created and added in the case of a newly appearing object.
Next, a human motion recognition algorithm is used for action recognition. This study employed
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SlowFast networks, a DL recognition model based on the structure of ocular cells. Compared to the
conventional structure in which the image and optical flow are entered into 3D-ConvNet in parallel
for learning and then summed, the proposed model simultaneously takes two images as input. Using
the YOLO and SlowFast networks, an object is detected through the above process, and the behavior
of the object is recognized.

Fig. 3a shows the result according to the fight class data, and Fig. 3b shows the result according to
the kidnap class data. For each object detected in the Fig. 3, its type, relative distance to the camera,
and behavior are displayed in a yellow box, along with a corresponding bounding box outlined in
green. Information regarding objects is recorded in the log for every frame, and all objects and actions
in the video are extracted and stored in text form composed of nouns and verbs.

Figure 3: Object detection and action recognition results using YOLO and SlowFast networks

Table 1 shows object matrices corresponding to the first stored video frame. Each matrix com-
prises the object name, unique identification number, Cartesian coordinates, dimensions, relative
distance to camera, and behavior. When multiple objects appear in a single frame, they are allocated
into separate rows. When the same object is added multiple times, a unique ID is assigned to each
object to distinguish it. Because the number of objects appearing in each frame varies, the length of
the matrix differs for each frame. Subsequently, an object-action frequency matrix for each frame is
constructed to extract object-behavioral patterns according to time. In the original CSV file, only the
object and behavior variables are used, excluding all other variables. These data are then preprocessed
and inputted into the autoML model for learning.

Table 1: First matrix according to video frame

Frame Obj. Obj. ID X Y Width Height Dist. Motion ...

6750 Person 520 2421 845 280 376 36.42 ...
6751 Person 519 2584 947 206 444 33.94 Parkour ...
6752 Person 519 2571 946 211 452 34.66 Parkour ...
6753 Person 520 2431 866 273 380 36.15 ...
6754 Person 520 2426 901 274 442 37.06 ...
6755 Person 520 2426 907 269 441 38.66 ...
...
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3.2 Data Structuring
To enable data structuring, features must be extracted based on the frequency of each variable in

the initial matrix, according to the video frame in Table 1. To extract features, a BoW structure [22]
was used. The BoW method is frequently used in natural language processing to express words based
on frequency, regardless of order. Fig. 4 shows the data structuring process under the BoW method.

Figure 4: Object detection and action recognition results using YOLO and SlowFast networks

In Fig. 4, the image data is input into the YOLO and SlowFast networks to extract object
nouns and action verbs, respectively. Each extracted word becomes a column, and the BoW structure
expresses the frequency of all words appearing in each frame. For each extracted word, preprocessing
is performed by removing words that appear less frequently in the video. The preprocessed data are
then input into autoML for learning. In the BoW technique, each video can be considered a document,
each frame a sentence. Accordingly, a frequency matrix of objects and behavior variables is created for
each frame. The frequency matrix consists of 480 columns, including 80 objects of coco data and 400
actions of kinetic_400 data.

Algorithm 1 shows pseudocode for matrix generation. When features are vectorized through BoW,
sparse matrix data are generated when missing objects or behaviors are filled with 0. However, a
preprocessing stage is required because sparse data generally degrades the model performance [25].
Moreover, CCTV footage always includes objects and behaviors that have little correlation with
abnormal behavior; therefore, any variables with a frequency of zero are removed to avoid the sparse
matrix problem.



2378 IASC, 2023, vol.37, no.2

Algorithm 1: Pseudocode for matrix generation
FUNCTION matrix_generator (index)

csv_file = []
OPEN file specified by index
READ contents into csv_file
count_matrix = []
FOR EACH row in csv_file DO

line = []
FOR EACH item in the row DO

IF item is a string containing only alphabetical characters THEN
APPEND item to line

END IF
JOIN items in line with a space character and assign to lines

END FOR
APPEND lines to count_matrix

END FOR
result = []
FOR EACH row in count_matrix DO

APPEND an empty list to result
d = row as string
FOR EACH item in obj_act_list DO

t = item as string
APPEND the count of t in d to the last list in result

END FOR
END FOR
final_matrix = CREATE pandas DataFrame using result as data and obj_act_list as column

names
SAVE final_matrix as CSV file named matrix_path + ‘matirx_’+ file_list_csv [index]

END FUNCTION

Table 2 shows a frequency matrix consisting of 60 objects and behavioral variables, excluding
variables with little correlation. Through the behavior frequency matrix, it is possible to determine
a video pattern according to the passage of time. One such behavior frequency matrix was generated
for each video.

Table 2: Behavior frequency matrix of video data

Frame Person Bicycle Car ... Tai chi Yoga ...

4105 3 0 0 ... 1 0 ...
4106 3 0 0 ... 1 0 ...
4107 3 0 0 ... 1 0 ...
4108 3 0 0 ... 0 1 ...

...
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In Table 2, a person is shown as an object in Frame 4105, and tai chi behaviors were detected
between human objects. This suggests that the behavior labeled tai chi occurred through the collective
interaction between three people. In addition, because the matrix comprises a series of frames, it is
possible to compare objects and behavior patterns before and after an abnormal behavior occurs.
Because not all frames from the video data are related to abnormal behavior, it is necessary to extract
specific frames in which abnormal behavior appears using the XML file of the video. To extract the
name, start time, and duration of an abnormal event from the XML file, all event names and action
tags are parsed. Subsequently, any frames exhibiting continuous abnormal behavior are extracted.

For general CCTV analysis, the Abnormal behavior CCTV video dataset was provided by the AI
Hub [26], an open data site for AI training, jointly run by the Republic of Korea Ministry of Science
and Information and Communications Technology (ICT), and the Korea Intelligence Information
Society Promotion Agency. This website provides AI training data owned by domestic and foreign
institutions and companies for small- and medium-sized venture companies, research institutes, and
individuals that generally have difficulty securing high-quality, large-capacity training data. The
dataset in question was constructed using the Data Construction Project for Artificial Intelligence
Learning of the Ministry of Science and ICT of the Republic of Korea and the Korea Intelligence
Information Society Promotion Agency. It is comprised of CCTV videos exhibiting 12 types of
abnormal behaviors, such as assault, fight, and burglary, with a total of 8,436 MP4 files. Each video file
is associated with an XML context definition file that functions as a label for information about the
video, including resolution and channel information. The header area contains information regarding
the length of the video, frames per second, total number of frames, indoor/outdoor classification,
weather, and number of appearing objects. It also includes the classification and duration of the event
shown in the video. The position of each object is represented by x and y coordinates, whereas the
duration of each event is measured in frames.

A dictionary is employed to label the 12 types of abnormal behaviors, with the behavior name as
the key and an integer value from 1 to 12 as the corresponding value. This value is inserted into the
label of the start and end frames corresponding to the event. To adjust the 32-frame delay in the result
of the SlowFast networks, 32 frames are removed from the first frame in which the abnormal behavior
is labeled before preprocessing. The accuracy of the model can be verified by comparing the degree of
matching between the prediction results of the autoML model and the context definition XML data.

3.3 Abnormal Action Classification Using AutoML
AutoML is a process that enables the automated development of machine learning models [27].

Previously, to implement a model through machine learning, a developer would have to select an appro-
priate algorithm and set the parameters to optimize the model. Because training multiple machine
learning models incurs high resource and time costs, automated learning is crucial. Consequently,
autoML is applied not only in regression and classification, but also in computer vision and natural
language processing. All necessary parameters are set before learning, and preprocessing is performed
according to the nature of the training data. In the learning process, autoML selects the appropriate
algorithm and learns the optimal hyperparameters. Subsequently, models with excellent performance
in various metrics are aligned. Fig. 5 shows the overall autoML process for the abnormal action
classification.

The Pycaret python library was used to construct autoML for anomaly classification [28]. We
use 10 classes: fight, burglary, vandalism, swoon, wander, trespass, dump, robbery, kidnap, drunken.
With the addition of a normal behavior classification, 11 classes were considered prior to the
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classification. Before the training phase, appropriate parameters were set for autoML. First, the
variable fix_imbalance method for the data setup was set to random under sampler.

Figure 5: Process of autoML for abnormal action classification

Random under sampling is a method of randomly sampling data belonging to each class [29], to
ensure variable performance. When sorting the models, the performance index of each model was
designated as the area under the ROC curve (AUC) [30], and the final model was derived by an
ensemble of the top three models. The verification technique for the ensemble uses k-fold [31], which
is a cross-validation method that divides the data in the fold into k subsets, allocates k−1 subsets
as training data, and uses the remaining subset as validation data. When the value of k increases,
the time required for training also increases; therefore, it is necessary to set an appropriate value.
In this experiment, the value of k is set to 5. Soft voting was used as the voting method for the
ensemble models. This method determines the class by adding the class determination probabilities
of each model and averaging them [32]. Because abnormal behavior occurs over multiple frames,
continuous frames corresponding to an abnormal event are bundled into one action clip for training
purposes. Each action clip consists of 2n frames like 128, 256, and 512. Some action clips are derived
by generating an action clip for each frame at certain intervals in a single video. Stride, which is a
hyperparameter that determines how many intervals to configure for the action clips, is set to multiples
of 5, that is, 1, 5, 10, and 20. Fig. 6 shows the concepts of action clips and strides. In Fig. 6, the action
clip consists of 128 frames, and the stride is 1 because there is a single-frame interval.

Figure 6: Overview of action clips and strides

After training, results for 14 classification models, including logistic regression, K-neighbors
classifier, and decision tree classifier, are obtained. Among these models, the extra tree classifier
is a tree model that randomly subdivides each feature, whereas the random forest classifier is an
ensemble model that trains and synthesizes several decision tree models [33]. The gradient boosting
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classifier employs boosting and carries out learning using the residual fitting method [34]. The light
gradient boosting machine is a transformation model of gradient boosting that minimizes loss by
creating an unbalanced tree through a leaf-wise structure. The AdaBoost classifier is an algorithm
that improves the performance of the final classifier by increasing the weight of improperly classified
data [35]. Logistic regression is an algorithm that classifies data by predicting the probability that
it belongs to a specific category, and the K-neighbors classifier is an algorithm that classifies data
using the properties of the adjacent data based on the distance between data [36]. The decision tree
classifier is a tree-structured supervised-learning-based model that classifies data features [37]. Naïve
Bayes is a statistical classification model that employs the Bayes theorem [38]. The quadratic and
linear discriminant analysis algorithms are probabilistic generative models that find the probability
distribution of y with respect to x through Bayes theorem. The dummy classifier is a classifier model
that makes predictions without trying to find patterns in data. The base model identifies the most
frequent labels in the training dataset and makes predictions based on those labels. If the model
performance is similar to that of the dummy classifier, it is considered that model learning has not
occurred. If the model performance is greater than that of the dummy classifier, it is considered that
the reliability of the model has been secured. In this way, the baseline is specified by comparing the
performance of classification models.

SVM–linear kernel is a model that defines an optimal decision boundary for data classification
[39]. The ridge classifier is a model that performs the classification task through ridge regression after
transforming data into values between −1 and 1.

4 Experiments

A pre-trained YOLOv5 model was used for object detection, and a pre-trained SlowFast networks
with kinetic-400 data was used for action recognition. AutoML was used to classify abnormal
behaviors. To evaluate the accuracy of the classification model, input data were constructed according
to the size of the action clip and stride. Of the total data, 15.4 h of videos for each class were used,
with 70% of the data being allocated to training and verification, and the remaining 30% allocated
to testing. The hardware used to implement the model consisted of an Intel® Xeon® Silver 4210R,
128 GB, and NVIDIA GeForce RTX 3090. The model was built using Python 3.8.8, PyTorch 1.7.1,
and CUDA 11.0.

The following evaluation metrics were used:

(1) Accuracy: The percentage of correct answers for the entire evaluation results based on the
confusion matrix, which compares predicted values with actual values. Due to its intuitiveness,
accuracy is the most common performance metric. Eq. (1) is the formula for calculating
accuracy using the confusion matrix.

Accuracy = TP + TN
TP + TN + FP + FN

(1)

Here, true positive (TP) indicates a match between the actual and predicted values, and true
negative (TN) means that an incorrect answer has been predicted as an incorrect answer. A false
positive (FP) is a case where a false value was predicted as true, whereas a false negative (FN) indicates
that a true result was predicted as false.

(2) AUC: AUC refers to the area below the ROC curve. It has a value between 0 and 1; with higher
values indicating better performance.
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(3) Recall: This represents the percentage of the correct values that have been predicted to be true
by the classification model.

(4) Precision: Precision represents the ratio of values that are correct to those predicted as true by
the classification model.

(5) F1-score: As the harmonic average of precision and recall, the F1-score can accurately measure
the performance of a model when the data class has an unbalanced structure.

(6) Kappa: The probability that the interpretations between different observers coincide, expressed
as a value between 0 and 1.

(7) Matthews correlation coefficient (MCC): The quality of a classification model, measured using
a confusion matrix. It is expressed as a value between −1 and +1, where higher values are
associated with correct predictions.

4.1 Evaluation of Abnormal Behavior Classification
The first evaluation assessed the performance of abnormal behavior classification by combining

various models through the autoML process. For a total of 14 classifiers, three evaluation metrics—
accuracy, AUC, and precision—were measured and compared. Table 3 shows the performance results
for various classifiers for action clips with a stride of 1.

Table 3: Performance comparison result (The action clip is 256 and stride is 1)

Model Acc. AUC Recall Prec. F1 Kappa MCC

Extra trees classifier 0.9794 0.9993 0.9139 0.9795 0.9785 0.9749 0.9750
Random forest classifier 0.9744 0.9992 0.8954 0.9748 0.9731 0.9689 0.9690
Light gradient boosting
machine

0.9685 0.9990 0.8657 0.9683 0.9669 0.9617 0.9618

Gradient boosting
classifier

0.9031 0.9893 0.7520 0.9026 0.8975 0.8812 0.8823

Logistic regression 0.8923 0.9864 0.7362 0.8893 0.8887 0.8689 0.8692
K neighbors classifier 0.8932 0.9821 0.7977 0.9032 0.8948 0.8712 0.8719
Decision tree classifier 0.9324 0.9607 0.8249 0.9317 0.9313 0.9189 0.9180
Quadratic discriminant
analysis

0.6354 0.8169 0.4849 0.9848 0.7453 0.5789 0.6294

Naïve Bayes 0.6588 0.8154 0.5574 0.7344 0.6877 0.5985 0.6019
Linear discriminant
analysis

0.6971 0.8078 0.4988 0.7481 0.7148 0.6372 0.6393

Ada boost classifier 0.4401 0.7322 0.2833 0.4197 0.4042 0.3099 0.3170
Dummy classifier 0.3108 0.5000 0.0909 0.0966 0.1474 0.0000 0.0000
SVM—Linear kernel 0.8483 0.0000 0.6746 0.8536 0.8459 0.8160 0.8169
Ridge classifier 0.7605 0.0000 0.5431 0.7641 0.7575 0.7092 0.7100

Under the proposed method, the extra tree classifier produced the best performance in all
evaluation metrics, followed by the random forest classifier. Although these classifiers are similar,
they feature differences in data sampling and feature selection methods: extra trees, unlike random
forests, do not use bootstrap sampling, instead, they use sampling without replacement; thus, they
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use the entire data. The random forest method calculates and compares the information gain for all
variables in feature selection to find the optimal feature value. However, extra trees split nodes by
randomly extracting features from all variables. Because the features are randomly partitioned, extra
trees quickly appear. Random forest achieved high performance for the validation set because many
trees were used in the ensemble, thus reducing bias and variance.

4.2 Comparison of Accuracy According to Classification Parameters
The second evaluation compared accuracy according to the action clip and stride value. We use

an ensemble of the three models with the highest AUC derived from autoML for classification. Fig. 7
shows the results of an accuracy comparison according to the action clip and stride.

Figure 7: Accuracy comparison results according to frame and stride

Here, the highest accuracy was obtained for the 512-frame clips with a stride length of 1.
Furthermore, the 512-frame clips were associated with the highest accuracy measures regardless of
stride length, with the difference in accuracy ranging from 0.007 to 0.04. This is explained by the fact
that larger clips contain more extensive object and action information and encompass a longer time.

Likewise, a stride of 1 maximized the number of frames shown in each video, thus ensuring the
highest accuracy. The difference in accuracy with respect to stride length ranged from 0.073–0.083.
We note that the difference in accuracy due to stride length was greater than that with respect to
action clip size. Therefore, we can conclude that while both metrics are significant, the stride length
has a greater impact on performance. For comparison experiments, video classification is performed
using a CNN-LSTM-based model. ResNet-based CNN and VGG-based CNN models are used for
comparative experiments. Due to memory limitation, the input videos are resized to 160 × 160 and
set action clips to 40. The batch size is set to 3, and epochs are continued until the validation loss does
not decrease. Table 4 shows the performance comparison between the CNN-LSTM series model [40]
and our model proposed in this paper.

Compare the accuracy, AUC, and F1 score of each model. The performance of CNN (ResNet50)-
LSTM model and CNN (VGG19)-LSTM model is lower than our model. Our model performed better
than other models, recording an accuracy of 0.9814, an AUC of 0.9998, and an F1 score of 0.9793.
In the case of CNN-LSTM, the video itself is input. Accordingly, it is impossible to consider high-
resolution and long frames at once due to memory limitations. Therefore, compared to the model
proposed in this paper, fewer action clips and resolution are used, resulting in reduced accuracy.
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Table 4: Performance comparison with CNN-LSTM model

Method Accuracy AUC F1

CNN (ResNet50)-LSTM [40] 0.3708 0.6599 0.3148
CNN (VGG19)-LSTM [40] 0.7615 0.8698 0.7020
Proposed 0.9814 0.9998 0.9793

5 Conclusions

In many cases that require the identification of abnormal behavior from CCTV footage, the
footage in question is not appropriately used. Therefore, there is an increasing need to recognize objects
and actions portrayed in these videos. In this study, we proposed an abnormal behavior detection
method using DL-based video data structuring to analyze the patterns of objects and behaviors in
video data. In this method, data related to objects and motion are extracted using a DL-based image
analysis algorithm for data structuring. The objects and events that appear in each frame are analyzed
using the BoW technique, and preprocessing is performed to eliminate sparse data from the matrix.
Each temporal frame is parsed for abnormal behavior in the continuous video data. A follow-up
processing method using autoML classifies a total of 10 abnormal and normal behavior types. The
performance of the proposed method was evaluated in two ways. The first experiment evaluated the
validation results of the model based on 14 classifiers. In the second test, the accuracy of the model
was measured with respect to the action clip size and stride length. The results of the performance
evaluation produced a high accuracy measure of 0.9817. These results indicate that the proposed
method successfully classifies abnormal behavior by identifying patterns in object and behavior data,
enabling the recognition and dissemination of information regarding dangerous behavior. Thus, a large
amount of CCTV video data can be analyzed effectively using this method. Our study derived high
accuracy after data structuring. However, there is a limitation in that a lot of computing resources are
consumed in structuring the video. Therefore, we plan to conduct research on efficient data structuring
as a future study.
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