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Abstract: Active learning (AL) trains a high-precision predictor model from
small numbers of labeled data by iteratively annotating the most valuable
data sample from an unlabeled data pool with a class label throughout the
learning process. However, most current AL methods start with the premise
that the labels queried at AL rounds must be free of ambiguity, which may
be unrealistic in some real-world applications where only a set of candidate
labels can be obtained for selected data. Besides, most of the existing AL
algorithms only consider the case of centralized processing, which necessitates
gathering together all the unlabeled data in one fusion center for selection.
Considering that data are collected/stored at different nodes over a network in
many real-world scenarios, distributed processing is chosen here. In this paper,
the issue of distributed classification of partially labeled (PL) data obtained by
a fully decentralized AL method is focused on, and a distributed active partial
label learning (dAPLL) algorithm is proposed. Our proposed algorithm is
composed of a fully decentralized sample selection strategy and a distributed
partial label learning (PLL) algorithm. During the sample selection process,
both the uncertainty and representativeness of the data are measured based on
the global cluster centers obtained by a distributed clustering method, and the
valuable samples are chosen in turn. Meanwhile, using the disambiguation-
free strategy, a series of binary classification problems can be constructed,
and the corresponding cost-sensitive classifiers can be cooperatively trained
in a distributed manner. The experiment results conducted on several datasets
demonstrate that the performance of the dAPLL algorithm is comparable to
that of the corresponding centralized method and is superior to the existing
active PLL (APLL) method in different parameter configurations. Besides,
our proposed algorithm outperforms several current PLL methods using the
random selection strategy, especially when only small amounts of data are
selected to be assigned with the candidate labels.

Keywords: Active learning; partial label learning; distributed processing;
disambiguation-free strategy

https://www.techscience.com/journal/iasc
https://www.techscience.com/
http://dx.doi.org/10.32604/iasc.2023.040497
https://www.techscience.com/doi/10.32604/iasc.2023.040497
mailto:sun@wzu.edu.cn


2628 IASC, 2023, vol.37, no.3

1 Introduction

Traditional supervised learning methods depend on collecting a sufficient number of labeled data,
in order to achieve good learning results. However, in many practical applications, it is easy to obtain a
massive number of unlabeled data is simple and inexpensive, but manually labeling each data sample is
time-consuming and laborious [1]. To reduce the labeling effort and cost, active learning (AL), which
can iteratively assign a class label to the valuable sample selected from an unlabeled data pool, has
been developed [2–12]. Extensive experiments in [2–12] have shown AL can efficiently reduce the cost
of label acquisition for training a high-precision model.

Most studies on AL [2–12] utilized the representativeness criterion [4] and uncertainty criterion
[2,5,12] as their selection criteria. For the former one, the samples that can effectively represent the
whole dataset are preferentially selected. For the latter one, the samples whose predicted class labels
have the highest level of uncertainty are given preference for selection. The simulation results in [3,10]
suggested that combining the two criteria in a selection strategy can achieve superior performance.

Nevertheless, most current AL methods suppose that the labels queried at AL rounds must be
free of ambiguity, which may be unrealistic in many practical cases where only weakly supervised
information can be accessed during the label acquisition process. To successfully exploit the weakly
supervised information for predictor model induction, partial label learning (PLL), which can deal
with the training data annotated with a candidate label set, has been proposed. Owing to its good
performance, the PLL has received much attention and has recently risen to prominence in the area of
machine learning [13–26]. It is acknowledged that the main difficulty for PLL lies in the fact that the
ground-truth label is mixed into the candidate label set and cannot be directly accessible to the learning
process. To extract valuable information from candidate labels and reduce the detrimental effects of
false positive labels, some disambiguation strategies are employed [13–20]. Specifically, they construct
a parametric model for each candidate label, and then recover the ground-truth label by optimizing a
specific objective in a competitive [17,20] or collaborative manner [16,18,19]. Lately, a PLL algorithm
without any disambiguation strategy has been developed to transform a PPL problem into several
binary classification problems via a coding procedure, and then determine the label for unseen data
based on the outputs of binary classifiers via a decoding procedure [22]. Lately, an active PLL (APLL)
algorithm has been proposed based on an adaptive selection strategy [25], which induces the classifier
by utilizing label propagation to recover the ground truth label from the candidate labels queried in
the AL rounds. Nevertheless, the learning performance of this algorithm relies on the accuracy of label
propagation. In the case that a large number of addition false positive labels are randomly mixed in
the candidate label set, the negative effect of false positive labels can diffuse over the entire dataset
through label propagation, which may diminish the effectiveness of the classifier.

Besides, it is important to point out that most previous AL or PLL algorithms only consider the
situation of centralized processing, in which all the training data need to be centrally processed by a
single fusion node. Nevertheless, in some practical applications like wireless sensor networks [27,28]
and distributed computing systems [29–32], all the training data are collected/stored in a decentralized
manner [26–32]. In such a case, due to the privacy protection requirement of the original data, and the
limited transmission capacity of the network, centralizing all the training data into one fusion node for
processing is impractical. So, jointly considering the AL, PLL, and distributed processing, developing
the distributed active partial label learning (dAPLL) algorithm where all nodes in the considered
network collaboratively select the valuable unlabeled data to query labels and train a PLL classifier
based on the exploitation of its own partially labeled (PL) data and the information cooperation among
its neighbors, is preferred.
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In this paper, the issue of distributed classification of PL data selected in AL rounds over a network
is addressed, and the dAPLL algorithm is proposed. The proposed algorithm is a distributed PLL
algorithm with a fully decentralized sample selection strategy. A brief overview of the paper’s highlights
is presented as follows:

• A fully decentralized sample selection strategy is proposed by taking the uncertain criterion
and representative criterion into account. Here, a distributed clustering method is developed to
obtain several global cluster centers. Then, on the basis of the values of representativeness and
uncertainty of the training data measured by these centers, the valuable samples are selected in
turn at each individual node to query the labels.

• A distributed PLL algorithm is proposed based on a coding-decoding procedure. Using the
disambiguation-free strategy, several binary classification problems are constructed. Besides,
in order to deal with the issue of imbalanced class distribution in multiple binary classifica-
tion problems, the cost-sensitive loss function is employed. Then, the random feature map
is exploited to construct the model parameter, so that the global estimation of the model
parameter can be performed in a decentralized manner without sharing any original data with
other nodes.

The remaining parts of this paper are structured as follows. In Section 2, to offer preliminary
knowledge, some typical related works on PLL, AL and distributed processing are briefly reviewed.
In Section 3, the details of the dAPLL algorithm are presented. In Section 4, we conduct numerical
simulations to demonstrate the effectiveness of the proposed algorithms. In Section 5, we draw some
conclusions and plan for future work.

2 Related Works

In this section, some typical related works about AL, PLL and distributed processing are briefly
reviewed.

To the best of our knowledge, the problem of fully decentralized AL has not been addressed.
So, here, we only introduce several centralized AL methods [2,3,6] and distributed-like AL methods
[7,9,10,11]. In recent years, several centralized AL methods have been proposed [2,3,6], including
single-mode AL methods [3,6] and batch-mode methods [2]. In these methods, both the uncertainty
sampling and representative sampling criteria are considered, and then the labels of several selected
samples are queried at each AL round. In the literature [7,9,11], several distributed-like AL methods
have been developed for image recognition or automatic hyper-parameter selection. Here, there exists
a powerful fusion center in the network to centrally select the valuable sample from dispersedly stored
unlabeled data to query its label. The slave nodes can only independently utilize the computation
capacity to measure the importance of their own local data samples, but cannot exchange any
information with each other. Besides, another distributed-like AL method was proposed [10]. In this
algorithm, all the unlabeled training data are randomly distributed at multiple nodes. In each AL
round, each node independently selects the most valuable data from its own local dataset, and then
adopts the diffusion cooperative strategy to collaboratively train the multi-class classifier. In other
words, there is no information cooperation among the neighbors in the sample selection process. So,
these distributed AL methods are not yet fully decentralized. Besides, it is worth pointing out that the
aforementioned approaches cannot be directly used to handle the PL data. Lately, a centralized PLL
algorithm has been proposed based on the AL mechanism [25]. In this APLL algorithm, the most
important data can be chosen to be annotated with a set of candidate labels based on the combination
of multiple measures, and then the classifiers can be learned by using label propagation to resolve the
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ambiguities of the candidate labels. But, as mentioned above, the effectiveness of this method is limited
by the poor accuracy of label propagation.

Generally speaking, in most PLL algorithms, there exist two main distinct categories of disam-
biguation strategies to learn the ground-truth label, i.e., identification-based disambiguation [17,20]
and average-based disambiguation [16,18]. The former strategy assumes the ground-truth label is a
hidden variable, and disambiguates the candidate labels based on an iterative optimization procedure
[17,20]. The latter strategy considers the candidate labels to be of equal importance, and recovers the
ground truth label by differentiating the output results obtained from each candidate label [16,18].
Besides, lately, a PLL algorithm without any disambiguation strategy has been proposed in [22]. By
employing an error-correcting output code (ECOC), several binary training datasets can be generated.
Then, several binary classifiers are trained, and the true label of the testing data can be determined by
the decoding of the output of the binary classifiers. Nevertheless, these PLL methods require that all
the PL data must be gathered together in one node, which is unavailable for a distributed network.
Also, the difficulty of label acquisition cannot be taken into consideration. Lately, a distributed
PLL algorithm has been proposed using semi-supervised learning [26], in which an average-based
disambiguation method is developed to exploit the information of both PL and unlabeled data. But,
according to the analysis presented in [26], due to the common failing of average-based disambiguation
methods, this method may be inefficient in the case that false positive labels co-occur with the ground-
truth label.

Recently, owing to the rapid growth of wireless sensor networks [27,28] and distributed computing
systems [29–32], distributed processing has attracted much research attention. A large number of
distributed learning algorithms have been proposed, which cover a wide range of problems in
signal processing [27,28] and machine learning [29,30,32]. However, most of the existing distributed
algorithms belong to supervised learning, which requires a substantial quantity of precisely and
unambiguously labeled data for good learning performance. Thus, these approaches are impractical
in the case that there exist only a few precisely labeled data.

3 Distributed APLL Algorithm

In this part, the issue of distributed classification of PL data selected in AL rounds is first
formulated in Section 3.1. Then, a fully decentralized sample selection strategy is developed in
Section 3.2 and a distributed PLL algorithm is proposed in Section 3.3. The computational complexity
of the proposed algorithm is analyzed in Section 3.4.

3.1 Problem Formulation
Here, we focus on the problem of APLL over a connected network with J nodes distributed over

a geographic region. We represent this network as a connected graph G (J, E) with a set of nodes J
and a set of edges E. For each node j ∈ J, let the neighbor set be Bj = {i| (j, i) ∈ E}, which contains all
of its one-hop neighbors and itself.

At initial state, each node j in this network is allowed to access only a small amount of labeled
data denoted by X L

j = {(
xj,n, sj,n

) |1 ≤ j ≤ J
}

and Nj unlabeled data denoted by X U
j = {

xj,n|1 ≤ j ≤ J
}
,

where xj,n ∈ Rd denotes the attributes of the data, and sj,n denotes the set of candidate labels. Let
{Y = 1, 2, . . . , K} denote the output space with K class labels, and the candidate label set sj,n ⊆ Y .
Then, at each iteration, since the number of labeled data is too small to train a classifier with high
precision, each node j first adopts a fully decentralized sample selection strategy to annotate the most
valuable sample from X U

j with a series of candidate labels. Correspondingly, the labeled training dataset
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X L
j is expanded with the new selected data. After that, each node j trains the multi-class classifier based

on its new local dataset and the local estimates of the model parameters exchanged with its neighboring
nodes. These two update steps are alternatively iterated until convergence.

3.2 Fully Decentralized Sample Selection Strategy
In the distributed network, all the training data are randomly distributed at multiple nodes. To

avoid the disclosure of data privacy, each node is only able to access its own data, but not exchange the
private original data with other nodes. Considering this, it is preferable to develop a fully decentralized
sample selection strategy, in which the most valuable unlabeled data can be automatically selected to
query its label at each individual node without sharing the original data among neighbors. The details
of the decentralized sample selection strategy are presented in this subsection.

The core concept of representativeness is to preferentially choose the data samples that can
accurately represent the whole dataset. Assuming that the distribution of the data samples is not
excessively dispersed, it is intuitive that the data sample near the cluster center can be considered a
highly representative sample. To be specific, the whole unlabeled training data are clustered into C
classes at first, and the Euclidean distance between the training data and its nearest cluster center is
exploited to measure the representativeness. Considering that the data are distributed over a network,
a distributed clustering method is proposed to estimate the locations of the cluster centers. The main
steps are summarized in Algorithm 1.

Algorithm 1: Distributed Clustering Algorithm

Initialization: Initialize cluster centers
{
cj,m (0)

}C

m=1
with small random values.

for τ1 = 0, . . . , T1 − 1 do
for j = 1, . . . , J do

for l = 1, . . . , C do
for n = 1, . . . , Nj do

Calculate the distance between the cluster centers and the training data:
dist

(
cj,l (τ1) , xj,n

) = ||cj,l (τ1) − xj,n||2.
end for

end for
for n = 1, . . . , Nj do

Cluster each training data into the nearest partition Pj,m:
xj,n ∈ Pj,m, if dist

(
cj,m (τ1) , xj,n

) ≤ dist
(
cj,l (τ1) , xj,n

)
, ∀l.

end for
for m = 1, . . . , C do

Update the partition counts n′
j,m (τ1) and the cluster centers: c′

j,m (τ1) =
∑

n∈Pj,m
xj,n

n′
j,m (τ1)

.

Broadcast the cluster centers c′
j,m (τ1) and the partition counts n′

j,m (τ1) to one-hop neighbors.
end for

end for
for j = 1, . . . , J do

for m = 1, . . . , C do

Update the cluster centers: cj,m (τ1 + 1) =
∑

i∈Bj
c′

i,m (τ1) n′
i,m (τ1)∑

i∈Bj
n′

i,m (τ1)
.

(Continued)
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Algorithm 1 (continued)
end for

end for
end for

Here, to perform the distributed cluster algorithm, each node j clusters the training data into
the nearest partition, and obtains the corresponding partition count. Then, each node j exchanges its
cluster centers and partition counts with its one-hop neighbors, and updates the locations of the cluster
centers based on the new exchanged information. Although direct information fusion is constrained
within neighboring nodes, each node can also access information shared by other nodes in a connected
network after sufficient cooperation. Finally, the locations of C cluster centers {cm}C

m=1 at different
nodes reach a consensus.

Then, the Representativeness (Rep) of data samples can be quantified by the distance between the
local data sample xj,n and its closest cluster center c1, i.e.,

Rep
(
xj,n

) = ||xj,n − c1||2
2. (1)

So, the sample with a small Rep value can be regarded as a good representative sample of the
cluster.

Meanwhile, the core principle of uncertain selection is to choose the samples with the greatest
uncertainty first. Here, the First best vs. Second best (FS) is adopted to measure the degree of
uncertainty,

FS
(
xj,n

) = ŷ1
j,n − ŷ2

j,n, (2)

where ŷ1
j,n and ŷ2

j,n denote the highest and second highest values of the predicted soft label of xj,n.

The FS value is used to measure the difference between the two highest values of the predicted
soft labels. A small value of FS indicates that the predicted soft labels of the two most possible classes
are very close to each other for the current classifier. Exploiting the supervised information from this
data sample can provide more valuable information to the classifier.

Hence, how to obtain the predicted soft labels of the unlabeled data becomes an important issue.
The weighted voting method is an easy and typical method to solve this problem. Specifically, the
predicted soft labels of each unlabeled data are determined by the cluster centers obtained in the
distributed clustering, which can be expressed as

ŷk
j,n = 1

C

C∑
m=1

ωj,mnyk
c,m, k = 1, . . . , K, (3)

where ωj,mn denotes the similarity between the cluster center cm and the local unlabeled data xj,n, and it
is usually calculated by the Gaussian kernel function. Besides, yk

c,m denotes the k-th label of the cluster
center cm.

Nevertheless, according to the basic settings of distributed clustering, each node j can access the
attributes of the cluster centers, but cannot obtain the labels. So, before calculating the predicted soft
labels of the unlabeled training data via (3), the global consistent estimates of soft labels of the cluster
centers should be obtained. To achieve this, a distributed estimation algorithm is developed.

Here, a small loop with in each AL round indexed by τ2 is set. In the initial state of the small loop,
each node j estimates the soft labels of the cluster centers based on its local labeled dataset. Then,
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each node j updates the estimates of
{
ŷk

c,m

}C

m=1
by fusing its local estimates with those of its one-hop

neighbors. The combination cooperative coefficient vji is usually designed based on the Metropolis
rule [26,31]. The theoretical analysis given in [33] proved that in a connected network, the difference
among the local estimates can rapidly converge to zero after a predetermined number of iterations.
The maximum number of small loop executions can be limited to a fixed number T2. Exceeding this
number, the final predicted soft labels and the FS value of each unlabeled data can be computed via
(3) and (2).

For clarity, the essential steps of the uncertainty evaluation are summarized in Algorithm 2.

Algorithm 2: Uncertainty Evaluation of Data

Initialization: Cluster center {cm}C
m=1, and combination cooperative matrix V .

for j = 1, . . . , J do

Compute the local soft label of the cluster center cm: ŷk
c,j,m (0) = 1

|X L
j |

|XL
j |∑

n=1

ωj,mnyk
j,n, m = 1, . . . , C.

end for
for τ2 = 0, . . . , T2 − 1 do

for j = 1, . . . , J do
Broadcast

{
ŷk

c,j,m (τ2)
}C

m=1
to the one-hop neighbors.

end for
for j = 1, . . . , J do

Combine the intermediate estimates exchanged with the neighbors:
ŷk

c,j,m (τ2 + 1) = ∑
i∈Bj

vjiŷk
c,j,m (τ2) , m = 1, . . . , C.

end for
end for
Obtain global consistent estimates of soft labels for cluster centers: ŷk

c,m = ŷk
c,1,m (T2) = . . . = ŷk

c,J,m (T2) .
for j = 1, . . . , J do

Compute the predicted soft labels of the unlabeled training data xj,n via (3).
Compute FS

(
xj,n

)
via (2).

end for

Next, a score is defined to combine these two measures, which is given by

Score
(
xj,n

) = −γ Rep
(
xj,n

) − FS
(
xj,n

)
, (4)

where γ ∈ [0, 1] is a weight coefficient to make a trade-off between uncertainty and representa-
tiveness. A higher score implies that the unlabeled data is more valuable.

3.3 Distributed Partial Label Learning Algorithm
To train a multi-class classifier with high accuracy under the supervision of PL data, a binary

decomposition based on ECOC is employed [22]. In the coding procedure, a K × Pcoding matrix
M ∈ {+1, −1}K×P is constructed. Here, each row of the coding matrix M (k, : )represents a P element
codeword for each class label. Each column of the coding matrix M ( : , p) represents one binary
classification dataset, which can divide the label space into two disjoint classes. Specifically, if the
candidate label set of a PL data sample entirely falls into a dichotomy, then this sample can be
transformed into a binary classification sample, i.e.,

y+
p = {yk|M (k, p) = +1, 1 ≤ k ≤ K} , y−

p = {yk|M (k, p) = −1, 1 ≤ k ≤ K} . (5)
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For clarity, an illustrative example of ECOC coding is shown in Fig. 1.

Figure 1: The illustrative example of ECOC coding

Based on ECOC, the PL dataset is split up into P different binary classification datasets. Then, the
distributed classification method is exploited to train P binary classifiers, so that the training samples
can be classified into the corresponding binary classes.

Assuming that the discriminant functions of P binary classifiers are non-linear, we have

fp = wT
p φ(x), p = 1, . . . , P, (6)

where φ is an unknown non-linear kernel map. Besides, the model parameter wp is usually calculated
by the combination of the kernel map φ (xn) and the weight coefficient apn, i.e., wp = ∑

n apnφ (xn) .

Based on the above settings, the global optimization problem can be formulated as follows:

min
wp

F =
P∑

p=1

Np∑
n=1

δpn||ypn − fpn||2
2, (7)

where ypn stands for the labels of xn obtained via ECOC, fpn denotes the p-th output of the discriminant
function of xn, and Np denotes the size of the training dataset that belongs to the p-th class. Besides,
to deal with the issue of an imbalanced distribution of positive and negative samples for the binary
classification problem, we design the penalty scalar δpn to be cost-sensitive.

The decentralization of the global optimization problem can be performed as follows:

min
wj,p

F =
J∑

j=1

Fj =
J∑

j=1

(
P∑

p=1

Nj,p∑
n=1

δj,pn||yj,pn − fj,pn||2
2

)
,

s.t.wj,p = wi,p, p = 1, . . . , P, j ∈ J, i ∈ Bj,

(8)

where wj,p denotes the local estimate of the model parameter wp.
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To solve this decentralized optimization problem, we set a small loop within each AL round
indexed by τ3, and set the maximum iteration of the small loop as T3. Here, we would like to use
the descent gradient method together with the diffusion cooperation strategy [27,28] to obtain the
optimal solution. To be specific, we reconstruct the objective function as a combination of the local
cost function Fj and the difference between the local estimates wj,p at the node j and the instantaneous
estimates w′

i,p exchanged from the node i, i.e.,

min
wj,p

F =
J∑

j=1

Fj +
∑
i∈Bj

zji||wj,p − w′
i,p||2

2, (9)

where the combination coefficient
∑

i∈Bj
zji = 1, zji = 0 if i /∈ Bj.

To obtain the global optimal solution, the gradient descent method is utilized to optimize the
objective function, which is given by

wj,p (τ3 + 1) = wj,p (τ3) − μ (τ3) ∇wj,pFj (τ3) − ξ
∑

i∈Bj\j
zji

(
wj,p (τ3) − w′

i,p

)
, (10)

where μ (τ3) denotes a time-varying step size, and ξ denotes a positive constant. By introducing the
instantaneous variable w′

j,p (τ3 + 1), the above equation can be rewritten as

w′
j,p (τ3 + 1) = wj,p (τ3) − μ (τ3) ∇wj,pFj (τ3) , (11a)

wj,p (τ3 + 1) = w′
j,p (τ3 + 1) − ξ

∑
i∈Bj\j

zji

(
wj,p (τ3) − w′

i,p

)
. (11b)

We can find that after the update in (11a), w′
j,p (τ3 + 1) becomes the latest estimate for the model

parameter. So, we would like to use w′
j,p (τ3 + 1) to replace the wj,p (τ3) in (11b). In addition,w′

i,p also can
be replaced by w′

i,p (τ3 + 1). Then, we have

wj,p (τ3 + 1) = w′
j,p (τ3 + 1) − ξ

∑
i∈Bj\j

zji

(
w′

j,p (τ3 + 1) − w′
i,p (τ3 + 1)

)
(12)

=
(

1 − ξ
∑

i∈Bj\j
zji

)
w′

j,p (τ3 + 1) + ξ
∑

i∈Bj\j
zjiw′

i,p (τ3 + 1)

=
∑

i∈Bj
vjiw′

i,p (τ3 + 1) ,

where vji = ξzji and vjj = 1 − ξ
∑

i∈Bj\j zji for i ∈ Bj.

Here, the gradients ∇wj,pFj (τ3) can be computed by ∇wj,pFj (τ3) = ∑
n δj,pn

(
yj,pn − fj,pn (τ3)

) · φ
(
xj,n

)
.

From (12), it is noticed that the fundamental step in the distributed classification method is the
exchange and combination of weight vectors

{
wj,p

}P

p=1
. However, in the non-linear classification, the

gradient ∇wj,pFj (τ3) is a linear combination of a series of kernel feature maps. Since the non-linear
kernel feature map is unknown, ∇wj,pFj (τ3) cannot be explicitly expressed.

To solve this problem, a finite-dimensional random feature map is exploited to replace
the infinite-dimensional kernel feature map for the construction of the kernel function, i.e.,
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k (xk, xn) ≈< φ̂ (xk) , φ̂(xn) >. Specifically, the random feature map of the considered Gaussian kernel
can be explicitly expressed as a D dimensional vector, which is given by [32]

[
φ̂ (xn)

]
l
=

⎧⎪⎪⎨
⎪⎪⎩

1√
D

cos
(
θT

l+1
2

xn

)
, 0 < l < D, odd,

1√
D

sin
(
θT

l
2
xn

)
, 0 < l < D, even,

(13)

where θl is obtained by randomly sampling the probability distribution [34,35].

Using the random feature map, the gradient ∇wj,pFj (τ3) can be computed by

∇wj,pFj (τ3) =
∑

n
δj,pn

(
yj,pn − fj,pn (τ3)

)
φ̂

(
xj,n

)
. (14)

Correspondingly, an explicit expression for wj,p can be obtained, i.e., wj,p = ∑
n aj,pnφ̂

(
xj,n

)
.

By alternatively updating two equations in (11a) and (12), the P binary classifiers can be trained
in a global sense. In the decoding procedure, given a testing sample x∗, the signed outputs of the P
binary classifiers can be obtained, and then a P × 1 output vector ψp (x∗) is constructed by stacking
the P outputs one by one. Finally, the predicted label of x∗ can be determined by the codeword closest
to the output vector, i.e.,

h (x∗) = arg min
yk(1≤k≤K)

dist (ψP(x∗), M (k, : )) . (15)

For clarity, the main steps of the proposed distributed PLL algorithm are summarized in
Algorithm 3.

Algorithm 3: dPLL Algorithm

Initialization: PL dataset
{(

xj,n, sj,n

) |1 ≤ n ≤ |X L
j |, 1 ≤ j ≤ J

}
, a K × P binary coding matrix M, the

model parameter wj,p (0) = 0D, and an unlabeled testing data x∗.
Generate binary classification datasets according to the binary coding matrix M.
for τ3 = 0, . . . , T3 − 1 do

for j = 1, . . . , J do
Compute w′

j,p (τ3 + 1) via (11a) and broadcast w′
j,p (τ3 + 1) to all neighbors.

end for
for j = 1, . . . , J do

Compute wj,p (τ3 + 1) via (12).
end for

end for
Compute the outputs of binary classifiers ψp (x∗).
Obtain the final prediction for the true label of x∗ via (15).

Combining the fully decentralized sample selection strategy and the dPLL algorithm, the dAPLL
algorithm is obtained. The procedures of these two parts are respectively shown in Figs. 2 and 3, and
the main steps are summarized as follows:

1. Fully decentralized sample selection strategy: At initial state, each node j cooperatively clusters
its local data into C partitions, and calculates the Rep value for each unlabeled data sample.
Under the sample selection strategy, in each AL round, each node j first performs the global
prediction for the class labels of the cluster centers, and then obtains the FS value of each



IASC, 2023, vol.37, no.3 2637

unlabeled data via weighted voting. Finally, for each node j, the sample with the highest score
combined by Rep and FS values is selected to be partially labeled.

2. dPLL algorithm: At each AL round, for each node j, the selected PL dataset is transformed
into P binary classification datasets via a coding procedure, and then P binary cost-sensitive
classification problems can be constructed. By using the descent gradient method together
with the diffusion cooperative strategy, the model parameters of the P binary classifiers can be
collaboratively estimated. Given the testing data, the true label can be determined through the
decoding of the signed outputs of P binary classifiers.

Figure 2: The produce diagram of the fully decentralized sample selection strategy

Figure 3: The produce diagram of dPLL algorithm
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3.4 Computational Complexity Analysis
Next, the computational complexity of the proposed algorithm with respect to the number

of multiplication and addition operations is analyzed. At each AL round, for each node j, the
complexities of the selection of the valuable sample for manual labeling and the training of the classifier
are summarized in Table 1. According to our analysis in Table 1, when the number of clustering centers,
the set cardinality |Bj|, the maximum iteration of the small loop T2 are controlled into a suitable region,
the computation complexity is only related to the number of classes and the total number of labeled and
unlabeled data used for training. Besides, in the distributed PLL algorithm, its computation complexity
depends on the number of training data for each binary classification problem, if the dimension of the
random feature map, the number of binary classifiers and the maximum iteration of the small loop T3

remain invariant. So, the computation complexity of the dAPLL algorithm is moderate, provided that
the size of the training data set is not too large.

Table 1: The computation complexity of the proposed algorithm

Multiplication operation Addition operation

Fully decentralized sample
selection strategy

CK|X L
j |+ T2CK|Bj|+ CK|X U

j | CK|X L
j | + T2CK|Bj| + CK|X U

j |

Distributed PLL algorithm T3

(
P|Bj|D + 2D

∑P

p=1 Np

)
T3

(
P|Bj|D + 2D

∑P

p=1 Np

)

4 Experiments

To test the effectiveness of the dAPLL algorithm, numeral simulations on both artificially
generated and real-world PL datasets are performed. All the simulations are run on the same computer
using MATLAB 2018a. This computer has a four-core (2.20-GHz) CPU, 16.0-GB RAM, and the
Windows 10 operation system.

In this experiment, we run 50 separate Monte Carlo cross-validation simulations, and report on
the average results. During each Monte Carlo simulation, all the used datasets are randomly split
into 10 equal-size folds, where 8 folds are supposed to be unlabeled for manual labeling during the
training process and the remaining 2 are used for testing. Here, we simulate distributed cases by
distributing all the unlabeled training data over different nodes in a randomly generated connected
network composed of 10 nodes and 23 edges [32]. To generate artificial PL datasets, three common
controlling parameters in PLL, q, r and ε are chosen to control the artificially generated multi-class
datasets under different configurations [22]. To be specific, q denotes the proportion of the labeled
data samples selected in AL rounds that are partially labeled, r denotes the amount of additional
false positive labels that are included in the candidate label set for each PL data, and ε denotes the
probability with which a specific noisy label and the ground-truth label occur together. Besides, to
investigate the performance of different algorithms with varying numbers of labeled data, we define
the Ratio of Labeled data gained by Manual labeling compared to Total amount of training data
collected over a network (RLMT).

4.1 Classification of the “Double-Moon” Dataset
In this experiment, 4000 data samples with zero-mean Gaussian white noise (signal-to-noise ratio

equals to 20 dB) are generated. Then, the number of label classes is set as 4, and a certain number
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of false positive candidate labels are assigned to partial training data, so that the PL dataset can be
obtained under a specific configuration [26].

At each trail of this experiment, we choose 3500 unlabeled data as training data, and then use the
remaining 500 data as testing data. Besides, the weighting coefficient γ , the number of binary classifiers
P, the number of labeled data |X L

j | at initial state, the number of clusters C, the step size μ (τ3) and the
dimension D are set to be 0.4, 6, 2, 10, 0.5/τ 0.8

3 and 150, respectively. Moreover, the maximum numbers
of three small loops T1, T2 and T3 are set as 20, 10 and 20.

The effectiveness of the dAPLL algorithm in classifying data samples is investigated using different
configurations. To show the superiority of our proposed dAPLL algorithm, the simulation results of
other comparison algorithms are also presented. (1) dAPLL random: During each AL round, each
node selects the unlabeled data at random to query its label. (2) non-cooperation APLL (ncAPLL):
Each node selects the most valuable data from its own local dataset independently in each AL round,
and then trains the multi-class classifier without transmitting any information among nodes. (3)
centralized APLL (cAPLL): A single fusion node is responsible to centrally select J valuable data
to query the labels in each AL round.

The classification accuracies of four comparison algorithms with varying numbers of AL rounds
are illustrated in Fig. 4. It is plain to see that the performances of different algorithms improve as
the number of AL rounds increases. The performance of the proposed dAPLL algorithm is quite
comparable to that of the cAPLL algorithm, and both of these algorithms show vast performance
improvements over the ncAPLL algorithm, indicating the effectiveness of the distributed processing.
Besides, it is easy to notice that the dAPLL algorithm outperforms the dAPLL random algorithm.
So, the proposed selection strategy has the potential to effectively reduce the amount of labeled data
required to train a classifier with a high level of accuracy.

Figure 4: Learning performance of four comparison algorithms vs. AL rounds with different configu-
rations on the “Double-Moon” dataset. (a) Simulation results with q = 0.4 and r = 1. (b) Simulation
results with ε = 0.3, q = 1 and r = 1

Two 3D-plots are depicted to investigate the classification accuracy of the proposed algorithm
against the number of AL rounds and the values of q or ε. The simulation results in Fig. 5 show that
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the classification accuracy of the proposed algorithm improves with the number of AL rounds. The
value of q can significantly affect the classification accuracy of the dAPLL algorithm. As q gradually
increases, the classification accuracy of the dAPLL rapidly decreases. In addition, the classification
accuracy is insensitive to the value of ε, indicating that a small proportion of co-occurring false positive
labels does not greatly affect the learning performance.

Figure 5: Learning performance of the dAPLL algorithm vs. different control parameters on the
“Double-Moon” dataset. (a) Simulation results vs. AL rounds and q (with r = 1). (b) Simulation
results vs. AL rounds and ε (with q = 1 and r = 1)

The impact of the dimension D and the number of binary classifiers P on the learning perfor-
mance of the dAPLL algorithm is investigated in Fig. 6. According to the simulation results, it is
recommended that the appropriate values of D and P should be set to 150 and 6, respectively.

Figure 6: Learning performance of the dAPLL algorithm vs. dimension of random feature map D and
number of binary classifier P on the “Double-Moon” dataset
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4.2 Classification of the “Vertebral Column” Dataset
In this experiment, a collaborative classification of vertebral column data is considered [36]. Here,

a total of 310 vertebral column data for patients are collected by medical institutions. Each data sample
captures six different biomechanical characteristics that are derived from the structure of the lumbar
spine and pelvis. Our target is to analyze the condition of the vertebral column, and classify these
data into three classes: normal, disk hernia and spondylolisthesis. But, since the diagnosis of disease
requires much professional knowledge, it is difficult to assign a precise label to each data item. So, it
is preferable to utilize the dAPLL to train a high-precision multi-class classifier based on only a few
PL data.

Here, we set the number of training data and testing data as 250 and 60, respectively. The other
settings remain the same as those set in the previous experiment.

The learning curves of four comparison algorithms with varying numbers of AL rounds on
the vertebral column dataset are given in Fig. 7. The classification accuracy of different algorithms
significantly increases as the number of AL rounds increases. There is a very small difference in
classification accuracy between the proposed dAPLL algorithm and the cAPLL algorithm, and both
of them are superior to ncAPLL and dAPLL random, indicating the effectiveness of the proposed
algorithm.

Figure 7: Learning performance of four comparison algorithms vs. AL rounds with different con-
figurations on the “Vertebral Column” dataset. (a) Simulation results with q = 0.4 and r = 1.
(b) Simulation results with ε = 0.3, q = 1 and r = 1

The learning performance of dAPLL algorithm with varying numbers of AL rounds and different
values of q are also tested. By observing the simulation results shown in Fig. 8a, we are able to notice
that as the AL round increases, more and more supervised information is exploited from PL data,
and thus the learning performance of the proposed algorithm gradually improves. Besides, as the
probability of PL data in the labeled data pool q increases, the classification accuracy of the dAPLL
rapidly decreases, indicating that the false positive labels have a significant effect on the learning
performance.
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Figure 8: Learning performance of dAPLL algorithm vs. different control parameters on the “Verte-
bral Column” dataset. (a) Simulation results vs. AL rounds and q (with r = 1). (b) Simulation results
vs. AL rounds and ε (with q = 1 and r = 1)

In addition, the joint influence of varying numbers of AL rounds and different values of ε on the
classification accuracy is also investigated. By observing Fig. 8b, we can notice that as the value of ε

increases, the classification accuracy of the proposed algorithm slightly decreases, which verifies the
effectiveness of our proposed method for dealing with the coupling false positive label.

4.3 Classification of Some Other Artificial and Real PL Datasets
In this subsection, we further show the generality of the proposed algorithm via numerical

simulations on four artificial PL datasets [36] and two real PL datasets [13,37]:

Pendigits dataset [36]: This dataset contains the recognition results of pen-based handwriting
digits. Each data contains 16 written characters of digits from 0 to 9.

Wine dataset [36]: These data are obtained by a chemical component analysis of the wine derived
from different cultivars, which records the quantities of 13 constituents found in three types of wines.

mHealth dataset [36]: This dataset contains a total of 23 features of body motion and vital signs
recorded by volunteers.

Ecoli dataset [36]: This dataset is about the protein localization sites in cells. These data record 8
features of different proteins.

Lost dataset [37]: This dataset is about the classification of the characters derived from the
screenplay. Here, 108 features of an ambiguously labeled face are extracted from the video.

Birdsong dataset [13]: This dataset is about the classification of birdsong. Each data contains 548
features of the singing syllables in a 10-s period. The full characteristics of the datasets are presented
in Table 2.

As far as we know, distributed active partial label learning is a new topic that has not been
addressed before. So, the performances of one active partial label learning algorithm with adaptive
selection strategy (APLL-AS) [25] and the other four centralized supervised partial label learning
algorithms, including the Partial Label k-Nearest Neighbor (PL-kNN) [38], the Partial Label Support
Vector Machine (PL-SVM) [19], the COnfidence-Rated Discriminative partial label learning (CORD)
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[18], the Error-Correcting Output Code (ECOC) [22], and the Self-Paced Partial Label Learning (SP-
PLL) [21], are evaluated for comparison. Additionally, the results of the cAPLL and dAPLL random
are also provided, which act as a benchmark.

Table 2: The full characteristics of datasets

Dataset # Training data # Testing data # Attribute # Class

Pendigits 2800 698 16 10
Wine 1420 360 13 3
mHealth 4910 1234 23 4
Ecoli 270 66 8 8
Lost 900 222 108 16
Birdsong 4000 998 38 13

To investigate the performance of different algorithms with varying numbers of false positive
labels, we depict the changing curves of classification accuracies vs. different values of q with fixed
r and RLMT on four artificial PL datasets in Figs. 9 and 10. It is noted that since the number of
classes in the Wine dataset is only 3, the configuration r = 2 cannot be tested.

From the simulation results, we can see that when r and RLMT keep invariant, with increasing of
q, higher proportion of labeled data are associated with a set of candidate labels rather than a single
true label, which can have a greatly negative influence on the learning performance. So, there is a
significant decline in classification accuracy across all the comparison methods.

Comparing the simulation results between Figs. 9 and 10, it is easy to notice that with a fixed q
and RLMT, as the number of false positive labels r increases, more additional labels are randomly
added to the candidate label set, which may hurt the learning performance. So, the performances of
different algorithms become poor.

Figure 9: (Continued)
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Figure 9: Learning performance of all the considered algorithms vs. q with r = 1and specific value of
RLMT on four artificial PL datasets. (a) Simulation results on the “Pendigits” dataset using RLMT =
180/2800. (b) Simulation results on the “Wine” dataset using RLMT = 140/1420. (c) Simulation results
on the “mHealth” dataset using RLMT = 140/4910. (d) Simulation results on the “Ecoli” dataset using
RLMT = 140/270

Besides, we also test the performance of different algorithms vs. different values of ε on four
artificial PL datasets. The detailed simulation results are presented in Fig. 11. Given a fixed q, r and
RLMT, as the value the ε increases, the probability of the coupling false positive label also increases,
which brings many troubles to the classifier induction with high-precision. So, the classification
accuracies of different algorithms decrease in varying degrees.

Furthermore, we compare the learning performance of different algorithms vs. the number of
RLMT with different parameter configurations. As shown in Fig. 12, with the increasing of the RLMT,
more and more weakly supervised information can be exploited for the training of predictor models.
The learning performance of different algorithms gradually improves.

Figure 10: (Continued)
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Figure 10: Learning performance of all the considered algorithms vs. q with r = 2 and specific value of
RLMT on four artificial PL datasets. (a) Simulation results on the “Pendigits” dataset using RLMT
= 180/2800. (b) Simulation results on the “mHealth” dataset using RLMT = 140/4910. (c) Simulation
results on the “Ecoli” dataset using RLMT = 140/270

Across all the configurations on different datasets, our proposed algorithm and the corresponding
centralized algorithm show similar learning performance, which verifies the generality of distributed
learning. Besides, our proposed algorithm outperforms the APLL-AS method in almost all the
configurations, which demonstrates that our proposed method is more effective to deal with data with
ambiguous labels. Moreover, the proposed dAPLL algorithm performs better than dAPLL random
and the other PLL algorithms using a random sample selection strategy by a wide margin in almost
all cases, especially when only small amounts of data are selected to be assigned with the candidate
labels. The results from these simulations indicate that our proposed method is capable of achieving
good learning performance with a small amount of PL data.

Figure 11: (Continued)
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Figure 11: Learning performance of all the considered algorithms vs. ε with q = 1, r = 1 and
specific value of RLMT on four artificial PL datasets. (a) Simulation results on the “Pendigits” dataset
using RLMT = 180/2800. (b) Simulation results on the “Wine” dataset using RLMT = 140/1420. (c)
Simulation results on the “mHealth” dataset using RLMT = 140/4910. (d) Simulation results on the
“Ecoli” dataset using RLMT = 140/270

Figure 12: (Continued)
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Figure 12: Learning performance of all the considered algorithms vs. RLMT with different parameters
on four artificial PL datasets. (a) Simulation results on the “Pendigits” dataset with q = 0.2 and r = 1.
(b) Simulation results on the “Pendigits” dataset with ε = 0.2, q = 1 and r = 1. (c) Simulation results
on the “Wine” dataset with q = 0.3 and r = 1. (d) Simulation results on the “Wine” dataset with
ε = 0.2, q = 1 and r = 1. (e) Simulation results on the “mHealth” dataset with q = 0.3 and r = 1.
(f) Simulation results on the “mHealth” dataset with ε = 0.2, q = 1 and r = 1. (g) Simulation results
on the “mHealth” dataset with q = 0.3 and r = 1. (h) Simulation results on the “Ecoli” dataset with
ε = 0.3, q = 1 and r = 1

To further verify the effectiveness of our proposed algorithm, two real-world datasets (Lost [37]
and Birdsong [13]) are adopted. The simulation results of all the used algorithms are presented in
Fig. 13. From Fig. 13, we can find that the classification accuracy of dAPLL is extremely close to
that of cAPLL, which indicates that the proposed distributed method can achieve good learning
performance in the classification of data samples with ambiguity. Besides, due to the performance
improvement caused by the fully decentralized sample selection strategy and the disambiguation-
free strategy, the proposed dAPLL significantly outperforms the dAPLL random and the other
comparison algorithms.

Figure 13: Learning performance of all the considered algorithms vs. RLMT on two real PL datasets.
(a) Simulation results on the “Lost” dataset. (b) Simulation results on the “Birdsong” dataset
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To provide more evidence on the effectiveness of the proposed algorithm, we rank all considered
algorithms in terms of their classification accuracies on different controlled parameter configurations
in Table 3. By observing Table 3, it is clear that the average rank of the proposed algorithm is greater
than that of the other comparison algorithms, and is only surpassed by the corresponding centralized
algorithm, verifying the generality of our proposed dAPLL algorithm.

Table 3: Average ranks of different methods

Algorithm dAPLL cAPLL dAPLL random APLL-AS PL-SVM PL-kNN ECOC CORD SP-PLL

Avg. rank 1.11 2.01 5.54 3.28 7.83 6.66 5.20 7.54 5.56

5 Conclusion

To handle the issue of distributed classification of PL data selected by AL rounds over a network,
the dAPLL algorithm has been developed. The proposed algorithm is a distributed PLL algorithm
together with a fully decentralized sample selection strategy. As for a fully decentralized sample
selection strategy, both representativeness and uncertainty criteria are considered. To be specific,
following a distributed clustering method, a certain number of cluster centers are first selected as the
representative data of the whole dataset at the initialized state. Then, the Rep and FS are chosen to
evaluate the degree of representativeness and uncertainty of the data samples. Meanwhile, based on
the disambiguation-free strategy, a distributed PLL algorithm is proposed. Using the coding matrix,
the labeled/PL dataset is transformed into several binary classification training datasets. In order to
deal with the issue of imbalanced class distribution in multiple binary classification problems, the loss
function is designed to be cost-sensitive. To collaboratively estimate the model parameters of binary
classifiers without disclosing data privacy, the kernel feature map is approximated by the random
feature map. Based on this, several binary classifiers are trained in a global sense, and the label of
testing data can be obtained based on the decoding of the signed outputs of the binary classifiers.
Simulations on several datasets are conducted, and the results show that our proposed dAPLL
approach outperforms the other comparison algorithms, and achieves near-optimal performance
compared to the cAPLL. In addition, our proposed algorithm consistently achieves better results than
the other existing APLL/PLL algorithms, indicating the effectiveness of APLL.

In the future, we would like to extend the distributed processing algorithm to solve the problem of
multi-dimension classification. This is because in some real-world applications, the training data may
be simultaneously assigned with multiple labels from different dimensions. In these cases, distributed
multi-dimension classification, in which a series of inter-connected nodes train the multi-label classifier
in a collaborative manner, is preferred.
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