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ABSTRACT

Text summarization aims to generate a concise version of the original text. The longer the summary text is, the more
detailed it will be from the original text, and this depends on the intended use. Therefore, the problem of generating
summary texts with desired lengths is a vital task to put the research into practice. To solve this problem, in this
paper, we propose a new method to integrate the desired length of the summarized text into the encoder-decoder
model for the abstractive text summarization problem. This length parameter is integrated into the encoding phase
at each self-attention step and the decoding process by preserving the remaining length for calculating head-
attention in the generation process and using it as length embeddings added to the word embeddings. We conducted
experiments for the proposed model on the two data sets, Cable News Network (CNN) Daily and NEWSROOM,
with different desired output lengths. The obtained results show the proposed model’s effectiveness compared with
related studies.
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1 Introduction

There are two common approaches to dealing with the text summarization problem: extractive
text summarization (ETS) and abstractive text summarization (ATS). While ATS aims to generate a
new text to summarize the main content of the original text [1–4], the purpose of ETS is to extract
important sentences from the original text. The former approach seems natural and appropriate and
is similar to what humans do when summarizing a text, thus making it an exciting subject to study.
Furthermore, the AST is a highly customizable approach, especially for the length of the generated
summary text.

It was shown that it is a practical need to generate a summary text with different levels of
abstraction [5]. Therefore, the problem of text summarization with a desired length is an important
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problem that has attracted much interes in the summarization community. This problem is called the
controllable abstractive summarization we are dealing with.

A well-known approach for AST is to apply deep learning models for generating an output
sequence from an input sequence, which consists of two components, the encoder and decoder
components. The first component is responsible for encoding information from the original text, while
the second one is responsible for generating the summarized sequence [6]. The commonly used models
are Long Short-Term Memory (LSTM) and Transformer [7]. Related studies solve this problem
according to a general principle that includes the length constraint in the generation process. The
standard technique used is that it tries to stop early in the decoding process. A typical method was
shown in Rush et al. [8], where the proposed model assigns a negative number to generated words
that exceed the desired length limit. This approach is entirely mechanical and does not provide timely
information about the desired length of the output at all stages of the encoding and decoding processes.
In other studies, Length Embedding (LE) [9] encodes the remaining length as an additional input
length for the LSTM of the decoder, and Length Attention (LA) [10] proposes a Length Attention
mechanism to make a priority in length control. These studies have used the desired length information
more flexibly by creating a length context vector and using it in the attention mechanism. However, it
will not be effective when the training data is sparse because it contains more parameters to use this
length of information.

Several other studies (e.g., Length-controllable Prototype Abstractive Summarization (LPAS)
[11]) try to use the desired length information in the encoding process to select the corresponding num-
ber of most important words for the encoding process, thereby influencing the generated summary.
Takase et al. [12] used the desired length as added information in the encoding processing, extending
the sinusoidal positional encoding formula given in [13].

In this paper, we also aim to use the information about the desired length of the output sequence
in both the encoder and decoder components of the sequence-to-sequence (seq2seq) model. However,
unlike the previous studies, in our proposed model, the encoding of length information is dynamically
integrated into the model more intrinsically. We consider the desired length a valuable information
source, and it is equally used in encoding along with word embeddings and position embeddings.
During the decoding process, we will dynamically encode the desired length of information. We will
gradually reduce this information so that the completion of output generation happens naturally. We
also use length embeddings at the decoder as added information to word embeddings for generating
output words.

The novelty of our approach is to use as much as possible of the desired length by integrating it
into both the encoder and decoder, unifying their use as an embedding vector integrated with word
embeddings to derive the information for generating the output text of the desired length. The idea is
to utilize the characteristics of deep learning models, in which the information is filtered by itself based
on the model and big data. If the information is added in many different aspects through the learning
process, it will make a useful contribution to producing the desired output. Our proposed model is
based on the Transformer model for the Sequence to Sequence type of problem, in which we integrate
the additional information about the desired output length.

In summary, our proposal represents the following new contributions:

• First, we uniformly represented the desired length information by an embedding vector. We
combined it with the word vectors and position vectors in both the encoder and decoder
components. In addition, we suggest using an additional Head Attention to control the
remaining length of the output when referring to the desired length. Our approach helps the



IASC, 2023, vol.38, no.1 3

proposed model contain more information about the desired length in various encoding and
decoding aspects than in other studies such as in [9,10,12,13].

• Second, our proposal uses only the encoder-decoder transformer model and does not use
additional modules as in the study [11]. The proposed model utilizes the characteristics of deep
learning models and big data to filter helpful information to produce the desired output.

The rest of the paper is organized as follows. Section 2 describes an abstractive summarization
problem with a length constraint and presents some technical details of the Transformer model to
supplement the description of the new technical proposals. Section 3 describes in detail the proposals
for integrating the desired length information into the proposed model’s encoder and decoder.
Section 4 gives the experiments and results of the proposed model when compared to previous models.
Finally, the contribution of this paper is summarized in conclusion.

2 Length-Controllable Summarization with Transformer Model
2.1 The Problem Description

The seq2seq model for the summarization problem takes an input text as a sequence of words
and generates a summary text that is also considered as a sequence of words. In Length-controllable
summarization, the model takes the source document x = (x0, x1, . . . , xninput) and a desired length l as
input and the summary y = (y0, y1, . . . , ymonput) as output. Note that x+m and yn are the special tokens,
denoted by “eos” that are used to determine the ending of a sentence. In general, to solve this problem,
models are built to estimate the conditional probability p (x, l), defined as follows:

p (y|x, l) =
n∏
t

p (yt|y1, y2, . . . , yt−1, x, l) (1)

Like most other studies, we use the Transformer model in this work. The model is trained on pairs
(original text, summary text); here we will use the length of the summary text for the parameter l.

The conventional transformer model for the abstractive summarization problem is quite clear.
The transformer consists of two components: the encoder component, which has the goal of encoding
the input text, and the decoder component, which is responsible for generating the word string that is
the result of the summary.

The encoder takes as an input a sequence of vectors containing information about the correspond-
ing words of the input text. The transformer uses self-attention and multi-head mechanisms to encode
the context information of each word. As the result, the encoder maps an input sequence of symbol
representations (x1, . . . , xninput) to a sequence of continuous representations z = (z1, . . . , zninput). And
then, given z, the decoder generates an output sequence (y0, y1, . . . , ymonput) of symbols, one element at
a time. At each step, the model is auto regressive and consumes the previously generated symbols as
additional input when generating the next.

The goal is to efficiently integrate information about the desired length of the output into the
encoding and decoding processes so that the resulting summary text satisfies both the summary quality
and the desired length.

2.2 Some Basics of Seq2Seq Transformer Model

Transformers draw inspiration from the encoder-decoder architecture found in RNNs because
of their attention mechanism. It can handle sequence-to-sequence (seq2seq) tasks while removing the
sequential component. A Transformer, unlike an RNN, does not perform data processing in sequential
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order, allowing greater parallelization and faster training. The Transformer model’s architecture,
including the encoder and decoder for the seq2seq problem, is illustrated in Fig. 1.

Figure 1: Overview of transformer sequence to sequence

We list here some important notations in the formulas used in the Transformer model.

xe = xe
1, . . . , xe

ninput
where xe

i is the word embedding of the word ith of input sequence.

xe = xe
1, . . . , xe

ninput
where xe

i positional embedding ith of the input sequence.

ye = ye
1, . . . , ye

moutput
where ye

i : word embedding ith of the output sequence.

ye = ye
1, . . . , ye

moutput
where ye

i : positional embedding i{th} of the output sequence.

N: number of stacks in the encoder, the number of stacks in the decoder.

dmodel: length of word embedding vector.

dk: length of query vector, length of the key vector.

h: number of attention heads in multi-head attention.

nvol: vocabulary size.

The encoder

The encoder includes N layers, each of which has two sub-layers. The first is the most important
layer, which is a multi-head self-attention mechanism. The second one is a position-wise fully
connected feed-forward network.



IASC, 2023, vol.38, no.1 5

The decoder

The decoder is designed with the same number of layers as the encoder. In addition to the two
sub-layers, as in every encoder layer, the decoder inserts a more sub-layer, which performs multi-head
attention over the output of the encoder stack.

Attention

The seft-attention value is estimated by the following equation:

Seft_Att (Q, K, V) = softmax
(

QKT

√
dk

)
V (2)

where

Q = xe × W Q ∈ R
ninput×dmodel (3)

K = xe × W K ∈ R
ninput×dmodel (4)

V = xe × W V ∈ R
ninput×dmodel (5)

Multi-head attention allows the model to attend to different aspects of context-based representa-
tion. The multi-head attention for stack i in the encoder is calculated by:

Ze
i = Multihead_Atte

i (Q, K, V) = Concat(heade
i,1, heade

i,2, . . . , heade
i,h)W

O,e
i (6)

ze
i,j = heade

i,j = Self _Att(QW Q,e
i,j , KW K,e

i,j , VW V ,e
i,j ); j ∈ 1, . . . , h (7)

which W Q,e
i,j ∈ R

dmodel∗dk , W K,e
i,j ∈ R

dmodel∗dk , W V ,e
i,j ∈ R

dmodel∗dv , W O,e
i,j ∈ R

hdv∗dmodel

Similarly, for the decoder multi-head attention for layer i in the decoder, we have that

Zd
i = Multihead_Attd

i (Q, K, V) = Concat(headd
i,1, headd

i,2, . . . , headd
i,h)W

O,d
i (8)

where

headd
i,j = Self _Att(QW Q,d

i,j , KW K,d
i,j , VW V ,d

i,j ) (9)

Masked multi-head attention only exists in the decoder. For the masked multi-head for layer i in
the decoder during training, we have that

ZT = MaskedMultihead_AttT
i (Q, K, V) = Concat(headdm

i,1 , headdm
i,2 , . . . , headdm

i,h )W O,dm
i (10)

where

headdm
i,j = softmax

(
Mask

((
QW Q,dm

i,j

)
(KW K,dm

i,j )T

√
dk

)) (
VW V ,dm

i,j

)
(11)

Here, Mask(m) is a function of a square matrix m, and it holds that m’ = Mask(m) if

m
′
ij =

{
mij if i ≥ j
−∞ otherwise

(12)

For the masked multi-head for layer i in the decoder during inference, the mask function is
removed. That is to say, the MaskedMultiHead layer is the same as the MultiHead layer during
inference.

ZI = MaskedMultihead_AttI
i (Q, K, V) = Concat(headdm

i,1 , headdm
i,2 , . . . , headdm

i,h )W O,dm
i (13)
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where

headdm
i,j = Self _Att(QW Q,dm

i,j , KW K,dm
i,j , VW V ,dm

i,j ) (14)

LayerNorm is a normalized layer that does not change the shape of tensors. We use residual
connections and apply layer normalization to determine the output value of layer i in the encoder
and decoder, i.e.,

Z = LayerNorm
(
Z + Z

)
(15)

Note that in all the formulas, the notation W is used to denote the parameter of the model. In
the last layer of the decoder, we usually use a linear layer and then go through the soft-max layer to
generate the corresponding output.

3 Our Proposed Model

In this section, we will present our proposal about how to integrate information on the desired
length of the output into the encoder and decoder of the basic model presented in the previous section
(see Fig. 2). The algorithm schema of the model is shown in Fig. 3, which shows the information about
the desired length used in different aspects. The length embedding is integrated with word embedding in
both the encoder and decoder. The length-controllable head attention is calculated in the Multi-Head
Attention calculation step by Eq. (24). This length-controllable head attention is calculated based on
the desired length and remaining length. It is used to control the output length.

Figure 2: Our proposed model

3.1 Integrating Length Information into Encoder

As mentioned above, the input of the encoder is a sequence of vectors, which are calculated from
the embeddings of input words and of their positions.

To use the desired length information l of the output, we first represent it by a vector and then
add it with the word embeddings and word position embeddings.

Suppose that oe
l denotes a one-hot vector of length l with l in the range [1, moutput], the length-

embedding LEe(xe) will be calculated as:

LEe(xe) = oe
l × W l ∈ R

moutput×dmodel (16)
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Figure 3: The algorithm flow charts of the proposed model

Then the input representation of xe is a combination of Word Embedding, Positional Embedding,
and Length Embedding. It is calculated as:

xe = PE (xe) + LEe (xe) + xe ∈ R
ninput×dmodel (17)

3.2 Integrating Length Information into Decoder

The desired length l of the output sequence is used to add information to the words yi through a
discretization of levels in the segment [1, l]. Then od

t is a one-hot representation of length t with t in the
range [1, l]. Then the length-embedding LEd(ye) will be calculated as:

LEd(ye) = od
t × W l ∈ R

l×dmodel (18)
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The input representation of ye is now added Length Embedding together with Word Embedding
and Positional Embedding as:

ye = PE (ye) + LEd (ye) + ye ∈ R
ninput×dmodel (19)

At the decoding step, the remaining length information lt at each decoding step is used at each
cross-attention calculation step in Eq. (32), specified as follows:

Z
dm

1 = Multihead_Attd
i

(
Z

d

1, Z
er

N, Z
er

N

)
= Concat

(
headdm

i,1 , headdm
i,2 , . . . , headdm

i,h , headdm
i,lt

)
W O,dm

i (20)

where

headdm
i,j = Self _Att

(
Z

d

1W Q,dm
i,j , Z

er

NW K,dm
i,j , Z

er

NW V ,dm
i,j

)
(21)

Especially, we propose to use one more head-attention headdm
i,lt

to control the remaining length of
the output sequence, which we call the length head attention. The smaller the remaining length lt, the
more attention will be paid to the remaining length limit lt. This allows the model to control the output
length during generation. The value of head-attention headdm

i,lt
is calculated based on normalizing the

value of head-attention headdm
i,j with j ∈ 1 . . . h.

headdm
i,lt

=
l∑

i=1

αt,iZ
d

i (22)

αt,i = α
′
t,i∑l

j=1α
′
t,j

(23)

α
′
t,i = (l + 1 − lt)

h∑
j=1

headdm
i,j (24)

3.3 Training

Here we started to apply self-attention at fist stack in the encoder Ze
1 ∈ R

ninput×hdv as follows:

Ze
1 = Multihead_Atte

1

(
xe, xe, xe

)
(25)

We use residual connection and apply layer normalization Z
e

1 ∈ R
ninput×hdv

Z
e

1 = LayerNorm
(
x + Ze

1

)
(26)

Then we do feed forward neural network Fe
1 ∈ R

ninput×hdv

Fe
1 = FFNe

1

(
x + Z

e

1

)
(27)

We use residual connection and apply layer normalization Z
er

1 ∈ R
ninput×hdv

Z
er

1 = LayerNorm
(

Z
e

1 + Fe
1

)
(28)

Z
er

1 will be used as the input to the next stack (stack 2) in the encoder Ze
2 ∈ R

ninput×hdv

Ze
2 = Multihead_Atte

1

(
Z

er

1 , Z
er

1 , Z
er

1

)
(29)
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We iterate this process N times and get Ze
4 ∈ R

ninput×hdv from the stack N in the encoder. This encoded
embeddings Ze

4 will be used for each of the stacks in the decoder. We then look at the decoder.

We then look at the decoder. We have the translation output, which is the translation of input,
consisting of moutput words. The output matrix y ∈ R

moutput×nvol has y = {
y_1, . . . , ymoutput

}
. Each yk is a

one-hot encoded row vector of length nvol for the corresponding word.

The input to the decoder the right shifted of y is called y′. Concretely y′ = y0, y1, . . . , ymoutput−1, and
y0 could just simply be a zero vector. Give y′ we wish the decoder could generate y. Similar to the
encoder, we have the output embedding matrix ye ∈ R

noutput×dmodel :

ye = Input_embedding (y) =
√

dmodely′Wembedding ∈ R
moutput×dmodel (30)

ye = Positional_encodding (ye) = PE (ye) + ye ∈ R
ninput×dmodel (31)

Then we started to apply self-attention. However, to prevent the current word input from peaking
at the following words, we used masked multi-head attention instead of the ordinary multi-head
attention we used in the encoder. Here is the intuition. During training, the entire right shifted output
y′ was fed. Without the mask, after applying self-attention, word yi will have attention to word yj for
j > i. This is unwanted. By applying mask, the attention of word yi to word yj for j > i will be 0. We
have Zd

1 ∈ R
moutput×hdv

Zd
1 = MaskedMultihead_AttT

1

(
Q, K, V , ye

)
(32)

We use residual connection and apply layer normalization Z
d

1 ∈ R
moutput×dmodel

Z
d

1 = LayerNorm
(
ye + Zd

1

)
(33)

Then we use queries from Z
d

1, keys and values from Z
er

N. We then do multi-head attention trying

to find the attention of the words to the embeddings from the encoder Z
dm

1

Z
dm

1 = Multihead_Attd
i

(
Z

d

1, Z
er

N, Z
er

N

)
(34)

We use residual connection and apply layer normalization Z
ddm

1 ∈ R
noutput×dmodel

Z
ddm

1 = LayerNorm
(

Z
d

1 + Z
dm

1

)
(35)

Then we do feed forward neural network Fd
1 ∈ R

moutput×dmodel

Fd
1 = FFNd

1

(
Z

ddm

1

)
(36)

We use residual connection and apply layer normalization Z
dddm

1 ∈ R
moutput×dmodel

Z
dddm

1 = LayerNorm
(

Z
ddm

1 + Fd
1

)
(37)

Z
dddm

1 will be used as the input to the next stack (stack 2) in the decoder, Z
dddm

1 ∈ R
moutput×hdv

Zd
2 = Multihead_AttT

2

(
Z

dddm

1 , Z
dddm

1 , Z
dddm

1

)
(38)

We iterate this process N times and get Z
dddm

1 ∈ R
moutput×dmodel from the stack N in the decoder. This

encoded embeddings Z
dddm

1 will be used for linear transformation followed by SoftMax to generate the
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output probabilities for the decoded word sequence. Concretely, we have Z ∈ R
moutput×nvol were

Z = Z
dddm

1 W S + bs (39)

We then apply SoftMax to get the probability matrix P ∈ R
moutput×nvol , where

P = softmax(Z) (40)

Finally, we could calculate the cross entropy loss using y and P. More specifically, each row of
youtput and P are yi and pi,, respectively.

L =
moutput∑

i=1

CrossEntropy (yi, pi) (41)

4 Experiment
4.1 Data

To evaluate the effectiveness of the proposed model, we conducted experiments on the popular
datasets CNN/Daily Mail (CNNDM) and NEWSROOM, which were widely used in related studies
such as in [7,9,11].

Structured CNN/Daily Mail (CNNDM) data consists of text pairs and the summary text of that
texts. This data includes 286,817 pairs of training texts, 13,368 pairs of evaluation texts, and 11,487
pairs of test texts.

NEWSROOM has 1.3 million text pairs and corresponding summaries. We randomly selected
973,042 text pairs for training data, 30,000 text pairs as the evaluation data set, and 106,394 text pairs
for model testing data [6,14].

4.2 Experimental Models

Our proposal is indicated by integrating different aspects of the desired output length information
into the encoder and decoder of the transformer model. Our proposed model adds desired length
information to both the encoder and the decoder, so we will build different test models to test
the effectiveness of these suggestions. Furthermore, how we represent and integrate desired length
information into our Seq2Seq Transformer architecture is also different so we will compare the
experimental results obtained with those of related studies. Specifically, we build the following test
models:

• The proposed model with fully integrated information of the desired length, including the length
head attention at the decoder and the length embedding at both the encoder and decoder. We
call this model “the full proposed model.”

• The proposed without integrating desired length information at the encoder. We call it “the
proposed model 1”. This model uses the length head attention and length embeddings at the
decoder without the length embedding at the encoder.

• “The proposed model 2” contains the information about the desired length in two aspects: the
length head attention at the decoder and the length embedding at the encoder.

In summary, Table 1 illustrates the three models with varying utilization of the desired length
information.



IASC, 2023, vol.38, no.1 11

In the experimental process, we used the same network configuration parameters on the two
corpora. The model uses the 300-dimensional Glove Embeddings set. The encoder-decoder uses a
Transformer with 6 blocks, with 8 heads on the data and 1 head length. The dimension of the Feed
Forward Network (FFN) network is 2048, dmodel is set to 510. We use true Adam’s optimization with
the scheduled learning rate suggested in the study of Vaswani et al. [13]. The learning rate is fixed at
0.0001, and mini-batches of size 16 are used. Gradient clipping is also used with a maximum gradient
norm of 2.0. For all datasets, the vocabulary consists of 50K words and is shared between the source
and target. During training, we run 35 epochs for the CNN/Daily Mail dataset and 20 epochs for the
Newsroom dataset. During testing, we set the size of a beam to 5. The model sets the lexical sizes of
the input and output of the model to 100,000 and 1,000, respectively.

Table 1: The three models with different aspects of the desired length information

Length embeddings at the
encoder

Length embeddings at the
decoder

Length head attention
at the decoder

The proposed model 1 X X
The proposed model 2 X X
The full proposed model X X X

4.3 Results

Similar to previous related studies, we also performed experiments with different desired output
lengths, including three values of 30, 50 and 70.

We used the ROUGE scores (F1), including ROUGE-1(R1), ROUGE-2 (R-2), and ROUGE-
L (R-L), as the evaluation metrics [15]. We used the files2rouge toolkit for calculating the ROUGE
scores1.

At first, Figs. 4–9 show the results of our experimental models. They represent a unified assessment
that the full proposed model outperforms the rest of the models in different criteria: on different
measures Rouge-1, Rouge-2, and Rouge-L, as well as for different desired lengths 30, 50, and 70.
The superiority of the complete proposed model is also confirmed for both data sets, CNNDM and
NEWSROOM.

Note that all three models (i.e., the full model, model 1, and model 2) use the length head attention.
However, our proposed full model uses information about the desired length, such as length embedding
in both the encoder and decoder. Whereas model 1 contains only the length embedding in the decoder,
model 2 contains only the length embedding in the decoder. The full model’s use of desired length
information in various aspects explains why it yields better results than model 1 and model 2.

1https://github.com/pltrdy/les2rouge.

https://github.com/pltrdy/les2rouge
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Figure 4: Experimental results of our model with desired length is 30 on CNN/DM

Figure 5: Experimental results of our model with desired length is 50 on CNN/DM

Figure 6: Experimental results of our model with desired length is 70 on CNN/DM
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Figure 7: Experimental results of our model with desired length is 30 on NEWROOMS

Figure 8: Experimental results of our model with desired length is 50 on NEWROOMS

Figure 9: Experimental results of our model with desired length is 70 on NEWROOMS

To compare with previous models, we choose four typical recent models, and they are performed
experimentally on the same data sets. In Figs. 10–15, we denote LE for the study of Kikuchi et al. [9],
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which encodes input length embeddings to the decoder. We denote LA for the study of Yu et al. [16],
which uses the desired length as attention for decoding. Two other studies using the method of
extracting information from input text based on the desired length before decoding are [11,17], denoted
as Length Control (LC) and LPAS, respectively.

Figure 10: An experimental comparison of our model with previous studies on CNN/DM with desired
length is 30

Figure 11: An experimental comparison of our model with previous studies on CNN/DM with desired
length is 50

Experimental results in Figs. 10–15 show that our proposed model gives competitive results with
previously published research models.

For the NEWSROM corpus, which is considered a more diverse corpus in terms of summary style
because it is synthesized from many different news sites, the experimental results in Figs. 13–15 show
the results. In the model, we proposed to give competitive results on the ROUGE-1 and ROUGE-L
measures in the model. However, ROUGE-2 in the LPAS model is much better, which shows that our
proposed model has an excellent ability to link important words but could be a better ability to link
important phrases. The LPAS model gives a better possibility. However, the approach of the LPAS
model is very different; LPAS is formed based on LA, which is a model that combines the author’s
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proposed unit of attention with a PAULUS model [18], which has achieved outstanding results in
the text summarization problem. Besides that, LPAS includes a separate stage to extract the list of
important words/phrases containing the content of the original text, so this method is more complex
and takes more time. At the same time, our solution represents a fully automated process using a length
constraint to extract important information within the model itself. Therefore, it is also an open issue
for us to study in the future to improve the efficiency of the proposed model.

Figure 12: An experimental comparison of our model with previous studies on CNN/DM with desired
length is 70

Figure 13: An experimental comparison of our model with previous studies on NEWROOMS with
desired length is 30
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Figure 14: An experimental comparison of our model with previous studies on NEWROOMS with
desired length is 50

Figure 15: An experimental comparison of our model with previous studies on NEWROOMS with
desired length is 70

5 Conclusion

In this paper, we have presented our new approach to the problem of Length-Controllable
Abstractive Summarization. We proposed to use the desired length constraint information with
various aspects in both the encoder and decoder of the sequence-to-sequence transformer model.
Experimental results on different configurations of the proposed model have proved that our proposal
is efficient; each additional component has added helpful information to the model and contributed
to increasing the accuracy of the output. Our experiment also shows that the proposed model achieves
competitive results with the related summarization methods.

In future work, we will continue to improve the proposed model by combining it with the
advantages of the approach to extracting important words at the encoder step described in [19] and
hope to create more efficient models.
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