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ABSTRACT

This study introduces an innovative hybrid approach that integrates deep learning with blockchain technology to
improve cybersecurity, focusing on network intrusion detection systems (NIDS). The main goal is to overcome
the shortcomings of conventional intrusion detection techniques by developing a more flexible and robust security
architecture. We use seven unique machine learning models to improve detection skills, emphasizing data quality,
traceability, and transparency, facilitated by a blockchain layer that safeguards against data modification and ensures
auditability. Our technique employs the Synthetic Minority Oversampling Technique (SMOTE) to equilibrate the
dataset, therefore mitigating prevalent class imbalance difficulties in intrusion detection. The model selection
procedure determined that Random Forest was the most successful model, with a notable detection accuracy
of 97%. This substantially surpasses conventional methods and enhances the system’s capacity to identify both
established and novel threats with exceptional accuracy. To optimize feature selection and maximize performance,
we use Extreme Gradient Boosting (XGBoost), which improves the significance of chosen features while reducing
the danger of overfitting. Our study indicates that the integrated use of machine learning for pattern identification,
multi-factor authentication (MFA) for access security, and blockchain for data validation constitutes a thorough
and sustainable cybersecurity solution. This architecture not only increases security but also lowers the need for
regular human monitoring, significantly cutting energy consumption connected with cybersecurity infrastructure.
The research finds that this integrated strategy provides a realistic road for increasing network security, addressing
real-world cyber threats, and promoting eco-friendly practices in IT security.
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1 Introduction

The rapid expansion of digital networks and the increasing complexity of cybersecurity threats
have intensified the need for sophisticated security frameworks in today’s interconnected world.
Traditional network security solutions often rely on single mechanisms, such as rule-based intrusion
detection systems (IDS), which struggle to keep pace with the advanced obfuscation techniques used
by attackers. Consequently, these outdated systems create vulnerabilities across critical networks,
exposing sensitive data, financial transactions, and essential infrastructure to potential exploitation.
Network security must evolve to address these vulnerabilities and to meet the challenges posed by
modern cyber threats.

1.1 Problem Statement and Motivation

Conventional network security methods, such as basic username/password authentication and
static intrusion detection systems, are inadequate in the face of increasingly complex and frequent
cyberattacks. These legacy security measures often fail to adapt quickly to new attack types, leaving
systems exposed to unauthorized access [1]. One-factor authentication, in particular, is vulnerable to
exploitation, undermining the overall security of the networkers these limitations, this study proposes
the integration of machine learning (ML) and multi-factor authentication (MFA) to create a dynamic
and adaptive security architecture. Machine learning enables the detection of patterns and anomalies
in network traffic [2], while MFA provides an additional layer of security by requiring multiple
forms of authentication. Together, these technologies strengthen network security and reduce the need
for manual oversight, as hybrid systems allow automated adjustments based on real-time data [3].
Additionally, by enhancing situational awareness and optimizing resource allocation across distributed
systems, this approach promotes energy efficiency and supports eco-friendly practices [4].

Beyoments, this study addresses the broader societal impacts of cyberattacks, which affect
individuals, businesses, and governments alike [5]. Cyber incidents jeopardize sensitive information,
disrupt critical services, and erode public trust. Therefore, there is an urgent need for security systems
capable of responding swiftly and effectively to evolving threats [6,7]. This research aims to contribute
to that goal by combining machine learning with MFA to develop a more resilient cybersecurity
solution that can anticipate and mitigate threats in an increasingly hostile digital environment.

1.2 Network Intrusion Detection Systems (NIDS)

A NIDS is essential for safeguarding digital infrastructure, monitoring inbound and outbound
network traffic for unusual patterns that may indicate malicious activity. Recent advancements in
NIDS leverage deep learning and machine learning models, which have enhanced the system’s capacity
to detect a wide [8], range of suspicious behaviors in real-time. However, conventional rule-based NIDS
methods struggle against sophisticated attacks, highlighting the need for more advanced solutions
that incorporate both spatial and temporal traffic analysis through models like convolutional neural
networks (CNN) and long short-term memory networks (LSTM) [9].

Emerging hybrid techno with blockchain technology are promising solutions for enhancing the
integrity and authenticity of intrusion detection systems. By decentralizing data storage and leveraging
blockchain’s immutable structure [10], these approaches help ensure that data remains secure and
tamper-proof. Blockchain’s decentralized ledger system provides a robust foundation for NIDS,
offering transparency and traceability that protects against data manipulation and increases overall
system resilience.



IASC, 2025, vol.40 3

1.3 Contributions and Objectives
This study makes several key contributions to the field of network security:

e Hybrid Security Model: Development of a novel hybrid security model that integrates machine
learning algorithms with multi-factor authentication systems.

e Enhanced Intrusion Detection: Application of seven distinct machine learning models to improve
the detection accuracy of network intrusions.

o Innovative Data Handling: Implementation of the Synthetic Minority Over-sampling Technique
(SMOTE) to address dataset imbalance and improve model performance.

e Blockchain Integration: Utilization of blockchain technology to ensure data integrity, authen-
ticity, and traceability, strengthening the overall security framework.

e Superior Performance Metrics: Achieving 99.97% detection accuracy using the Random Forest
model, surpassing traditional methods.

e Comprehensive Evaluation: A detailed analysis comparing the proposed methodology with
existing approaches, demonstrating significant advancements in network security.

By addressing real-world cybersecurity challenges, the proposed solution enhances the resilience
and adaptability of network security systems, combining the strengths of machine learning, MFA, and
blockchain technology.

2 Literature Review
2.1 State of the Art in Network Intrusion Detection

Cybersecurity has seen a number of developments and improvements in Network Intrusion
Detection Systems (NIDS) during the last several years [11]. However, today these systems are
expanding to cope with more complicated cyber dangers on IoT networks: confined resources, multiple
protocols, and expanded attack surfaces [12]. Embedding deep learning models like CNNs and long-
short-term memory networks is a preferable technique since it offers improved detection accuracy
[13,14]. It mixes the spatial and sequence analysis in it for enhanced performance of its traffic detection.
A CNN + LSTM model is capable of extracting both spatial features from network traffic as well as
temporal attributes, thereby enhancing overall accuracy [15].

The models of classic rule-based intrusion detection systems have been supplanted with more flexi-
ble ones based on machine learning algorithms employing historical data and statistical methodologies
to identify new threats [16,17]. For example, decision trees [18]—a form of model among support
vector machine (SVM) and ensemble approaches no—behave more effectively with an intrusion
detection system in the sense they have been educated on data [19], thus adapting to discovered threats
automatically. Others have also developed explainable AI (XAI) strategies to make intrusion detection
systems more visible and accountable [20].

2.2 Recent Study

Nowadays, it is a critical feature of contemporary network security to have multi-factor authen-
tication (MFA) built-in that provides many levels of verification [21], making the framework sub-
stantially more secure [22,23]. This strategy further mitigates the possibility of credential-stuffing
assaults [24], as well as another sort of breach that would occur if an attacker acquires access
to user credentials: automatically attaching extra authentication elements, such as biometrics or
token challenges [25,26]. User identification is also considerably enhanced by integrating fingerprint
scanning or faces recognition algorithms [27-30]. However, recent research has suggested merging
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MFA with machine learning (ML) to update the rules dynamically according to the user behavior
and pattern of the network aiding system for identifying abnormalities [31]. This adaptive system acts
as an excellent barrier against state-of-the-art cybercrime infections, which finally boosts the overall
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security [32,33].

In addition to MFA, Network Intrusion Detection Systems (NIDS) may also aid in monitoring
network traffic and spotting illegal activity or hazards [34,35]. They have grown throughout time
for tackling increased complexity of cyber-attacks [36]; hence, they are crucial to the contemporary
cybersecurity stacks. Autonomously recognizing and categorizing behaviors [37], both legitimate and
intrusive NIDS, helps in blocking unauthorized infiltration attempts from phishers [38]. This real-
time nature of monitoring and detection has rendered them irreplaceable when it comes to protecting
network settings as cyberattacks are growing more widespread [39].

Historically, rule-based NIDS were employed to detect recognized dangers by causing network
activity in opposition with pre-developed patterns or trademarks [40]. Although these systems are
excellent at identifying known assaults, they have issues with unexpected or zero-day threats [41].
However, rule-based systems tend to create a high number of false positives that diminishes their
efficacy and increases alert fatigue among the security operating personnel [42]. The difficulty with
all this is the so-called cat and mouse game, where attackers are always developing new methods to
elude detection; static rule-based systems functioning at 2000 rules per second may still be reasonably
readily bypassed by novel threats [43].

Due to these constraints, machine learning (ML) was proven to be an effective source for intrusion
detection and prevention [44]. The capacity to learn from massive quantities of data and discover
nuanced patterns with ML allows NIDS-based systems to identify zero-day assaults. The technologies
are adjustable for reduced false positives and more accuracy than conventional approaches [45,46].
Focusing on a broad lesson from previous data [47], machine learning algorithms are supposed to be
able to identify unpredicted signals of new and evolving hazards [48]. Nevertheless, and data quality
concerns, label disputes [49], and redundancy of attacks all must be overcome to the utmost for
Acrtificial Intelligence-ID from igniting [50,51].

There are many various kinds of ML algorithms that have been created for NIDS, each bringing its
merits and downsides. Decision Trees: DT are often employed for their simplicity and interpretability;
however, they tend to overfit [52]. SVMs are excellent at high-dimensional spaces, even when the
number of dimensions is more than the sample size [53], which makes them better appropriate for
emerging applications such as network intrusion detection, where you typically have nonlinear decision
limits. Ensemble approaches of employing numerous decision trees, such as Random Forest (RF),
have proved their resilience and accuracy in identifying network traffic. Because of its potential to
handle massive datasets, it is particularly suited for intrusion detection [54]. Another strategy is K-
Nearest Neighbors (KNN), which may discover anomalies by grouping those data that are more
identical, although the computing expense of this approach might be a concern for extremely large
networks [55].

Furthermore, with the recent breakthroughs in deep learning via models like convolutional
neural networks (CNN) and long short-term memory networks [56], that will boost even more these
IDS capabilities. These models are appropriate for collecting both temporal and spatial information
in network data, enabling them to have higher detection performance of sophisticated and subtle
abnormalities [44]. Thanks to updated models based on deep learning [57,58], NIDS can adapt
themselves better with the developing nature of network traffic, thereby delivering superior intrusion
detection techniques [59,60].
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Machine learning offers various use cases in multi-factor authentication (MFA). ML algorithms
for online monitoring of user behavior and device factors may correctly identify abnormalities in real-
time, which might assist systems to change the authentication levels depending on an assessed risk
level [61]. For instance, deep learning models have produced greater biometric authentication accuracy
and more secure MFA systems [62]. The ML-driven systems may detect unauthorized access attempts
and transfer suspicious activities into additional authentication or recognize the seriousness of danger
automatically to avoid that actor from Traditional Mode being able to peek at data [63].

By merging blockchain technology and ML with MFA, another security layer is enforced on
data, making it safe and readable. Because blockchain is decentralized and tamper-proof, it provides
a chance to safeguard private data used in machine learning models. Since the data that needs
alteration has been recorded (immutability) and all transactions and events have also been saved
(indestructibility), then blockchain can automatically check it out [64]. It is very required to execute this
testing procedure since in recent years numerous incidents where network intrusion detection systems
(NIDSes). Of course, because of NIDS false positivity, no ways of spotting restricted network intrusion
detection systems were trustworthy with Blockchain Compliance Level I requirements. In addition,
the smart contract will be able to automatically adopt security protocols and rules, which may remove
much of the human effort necessary in maintaining a dynamic security fabric [65].

Advances in Network Security Using Machine Learning: Numerous machines learning (ML)
solutions have recently been developed to strengthen network security. For example, Reference [66]
introduced a secure access system for space-air-ground integrated networks, leveraging deep learning
to enhance network resilience [67]. Applied deep learning within cyber-physical systems to improve
intrusion detection for renewable energy networks [68]. Emphasized the effectiveness of ML in real-
time event detection, helping to reduce false alarms in cybersecurity applications [69]. Proposed
hybrid ML models that improve detection accuracy and minimize false positives in network intrusion
detection systems [70]. A hybrid deep learning-based intrusion detection system (IDS) introduced also
demonstrated strong performance in identifying complex network attacks, highlighting the potential
of deep learning in sophisticated cybersecurity environments [71].

Our work employs a multi-ML-based security model with MFA to minimize dataset imbalances
and increase the accuracy of intrusion detection in comparison with previous approaches. The presence
of blockchain makes the data even more safe, owing to this immutable and decentralized character
because these types of systems based on dApps (decentralized apps) prohibit unauthorized alterations.
This complete procedure, along with the employment of explainable Al, also makes sure that not only
is the system efficient but fair, and stakeholders can understand why a given choice has been taken.

3 Methodology

This study adopts an acceptable research strategy to increase network security via the application
of ML and MFA inside the suggested framework displayed in Fig. 1: Proposed Framework for
Machine Learning-Driven Multi-Factor Authentication in Network Security. Data collection is the
initial phase, which is followed by data preprocessing, which comprises data cleansing, normalization,
and missing data management. After that, feature selection is undertaken, which may be done by
means of SMOTE or other approaches to limit the amount of characteristics and consider just
significant ones. Random Forest, SVM, and LSTM are then trained and verified on the data using
k-fold cross validation. Biometrics and token-based technologies are merged into the framework to
increase user authentication against illegal access utilizing MFA approaches. The efficiency of the
constructed ML models is assessed by accuracy, precision, recall, F1-score, and root mean square error
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(RMSE). Also, for data integrity, authenticity, and traceability, blockchain is linked into the system to
give improved security and transparency of the network transactions. Finally, the application of the
created security model is examined in IoT and smart cars to prove its effectiveness in handling current
security concerns. Fig. 1 illustrates Flowchart of Proposed work below.

Data Collection
Data Pregrocessing
Cleaning Missing Data

| Standardizing Attribute Scales ]

'

[ Transforming Categorical Variables |

Feature Selection us';uq/XGBoosl

Discern Pertinent Features

l Data Balancing with SMOTE

| Retain Relevant Features Identify Imbalance

: '

] Filter Out Weak Features | Apply SMOTE |

K-Fold CrossValidation for Data Splitting

Dataset Division

| Reliable Model Assessment l

Promote Generalization

Model Training arnd Performance Evaluation

Training ML Algorithms

Comprehensive Evaluation

:

Performance Metrics Analysis

Figure 1: Flowchart of proposed work

3.1 Network Security via the Integration of Machine Learning and Blockchain

Our comprehensive security solution handles substantial data volumes by using modern tech-
nologies such as pattern recognition, machine learning (ML), and blockchain. Data preparation
involves addressing missing values, using Synthetic Minority Oversampling Technique (SMOTE)
for oversampling, and standardizing characteristics while encoding labels. Subsequently, significant
machine learning methods (Random Forest (RF), Decision Trees (DT), K-Nearest Neighbor (KNN),
and Multi-Layer Perceptron (MLP)) are used to improve intrusion detection.

We use Extreme Gradient Boosting (XGBoost) for feature selection to enhance our algorithm’s
performance by effectively identifying significant features while mitigating overfitting. The XGBoost
method ranks feature relevance, allowing us to choose the top n features for testing with machine



IASC, 2025, vol.40 7

learning models. This approach will provide the feature; however, I must minimize my total features
while maintaining a minimum accuracy of 99.95%. The feature set enhances query efficiency with
minimum computing demands for our trained models as shown in Fig. 2.

Data Preprocessing

Preprocessed Data
Y

amper-Proof Records\Secure Data Validation

Tamper-Proof Data (Blockchain)
Data Integrity (Blockchain)

Feature Selection (XGBoost)

Selected Features| Immutable Training Data

Machine Learning Models

Model Training & Testing

nhanced Security

Intrusion Detection

Intrusion Detection Results

Figure 2: Network security via the integration of machine learning and blockchain framework

With blockchain, we make our ML-based system more safe and trustable. It provides a persistent,
immutable record of data to ensure integrity throughout machine learning training and assessment.
Because it is decentralized, the risk of single points of failure can very easily be mitigated, and through
use cases like cryptographic hashing or consensus algorithms (e.g., PoW vs. PoS) composing secure
transparency data validation levels on top of trustworthy ledgers, for all CSDC Close Operation
Benefits Treaty Associations Trusted Ledger as trusted ledger purposes are well established regulatory
compliance Use Cases. The security issue has been taken care of by the smart contract, and it is
automated in such a manner that even if anyone wants to mess about or attempt unauthorized access,
they cannot do this with your important data.

Integrating blockchain with machine learning not only boosts the efficiency of network intrusion
detection but also provides reliability and security of normal operation for networks by serving as a
potent immune system against cyber-attack threats.

3.2 Proposed Architecture

The comprehensive architecture given in the study paper presents a strategy to boost net-
work security by employing machine learning technology and conducting a demanding multi-factor
authentication. In this imaginative process, Fig. 3 illustrates a systematic block diagram showing
five consecutive phases, which are produced as follows: In this visionary method, Fig. 3 displays a

systematic block diagram detailing five sequential steps, which are developed upon as follows:
Stage-1: Data Preprocessing

This critical primary phase involves such things as significant data preparation, which is given
focus. Activities comprise the methods of filling in missing data, standardizing attribute scales, and
translating categorical variables to a format usable for modeling. These precise data transformations
are the foundation of any subsequent follow up analysis, enabling a launch platform for further
exploitation.
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Figure 3: Proposed framework preprocessing data

We detail the data preparation, preprocessing, and the application of machine learning models,
addressing the reviewers’ comments. To prepare the data, we first perform data cleaning by handling
missing values through imputation or removal. Feature standardization is then applied to ensure all
input features are on a similar scale, which is crucial for algorithms like KNN that are sensitive to
feature scaling. Label encoding is used for categorical data, transforming it into numerical values for
processing by the machine learning models.

For dataset balancing, we employ the Synthetic Minority Over-sampling Technique (SMOTE)
to address class imbalance. In binary classification tasks, SMOTE generates synthetic examples for
the minority class to ensure equal representation of both normal and attack traffic. In multi-class
classification, the technique is applied to each class individually, ensuring proportional balance across
all attack types, thus improving detection accuracy across various categories of intrusions as shown in
Fig. 3.

Stage-2: Data Balancing with SMOTE

SMOTE stands for Synthetic Minority Over-Sampling Technique. Its principal purpose is to
balance out the numerous classes (i.e., groups of humans, in our case) of training data in the machine
learning process. Acknowledging the relevance of the data balance, Stage 2 is committed to gathering
the datasets for fair representation. When it is discovered that there is an imbalance among the
data, SMOTE is conducted intelligently to help restore the equipment to the dataset. This strategy is
consequently able to deal with the aforementioned challenge of data imbalance and aims at enhancing
the dependability of future studies as shown in Fig. 4.

Stage-3: Feature Selection Using XGBoost

Stage-3 provides a critical feature of the design, where the XGBoost algorithm is carefully
implemented. Its objective is to detect and maintain the most essential elements from the dataset.
By filtering away data with lower correlations to the class labels, this step boosts the model’s potential
for discriminating while simultaneously decreasing dimensionality.

Stage-4: Architecture of Rigorous Model Assessment

In Stage-4, the architecture goes on the road of rigorous model assessment. This step focuses
on prudent division of the preprocessed dataset into training and testing subsets, supported by the
well-established k-fold cross-validation approach. This technique not only assures trustworthy model
evaluation but also encourages generalization.
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Figure 4: Framework for feature selection and model assessment in network intrusion detection

Stage-5: Model Training and Performance Evaluation

The conclusion of the suggested architecture emerges in Stage-5, when machine learning algo-
rithms come into play. Here, algorithms are thoroughly trained and submitted to detailed examination.
Performance is thoroughly analyzed using numerous critical criteria, including accuracy, precision,
recall, and Fl-score. The highest-performing model emerges as the suggested choice for network
intrusion detection. Subsequently, this model undergoes rigorous comparison with current models
to establish its effectiveness. As shown in Fig. 5.

This architectural framework is a methodical and creative approach to increasing network
security via the merging of machine learning techniques with the full examination of multi-factor
authentication methods. The rigorous attention to data preparation, feature selection, and model
validation assures the robustness of the presented technique.
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Figure 5: Proposed framework for feature selection and intrusion detection

4 Model Implementation and Evaluation

This paper provides a unique hybrid strategy to increase the security of computer networks.
In order to overcome data imbalance concerns, our solution merges the XGBoost algorithm for
efficient feature selection with the Synthetic Minority Oversampling Technique (SMOTE). In order
to determine the most robust model, we apply a number of machine learning and deep learning
approaches. This approach has been rigorously verified and confirmed to be of excellent quality
via several experiments done on diverse datasets. Subsequently, we give a complete explanation of
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the dataset descriptions, followed by an in-depth discussion of the data preparation and training
techniques.

4.1 Dataset Descriptions

This research explores a dataset encompassing multiple examples of speculative attacks on a
military network. With the purpose of imitating a conventional LAN deployed by the United States
Air Force, this system provides a technique of recording raw TCP/IP dump data inside a simulated
environment that closely mirrors reality. This is an actual picture of a simulated Local Area Network
(LAN) that has endured several purposeful and damaging infiltrations. In this data collection, a
connection refers to the commencement and termination of a sequence of TCP packets, via which data
is transmitted between a certain pair of IP addresses using predefined protocols. Every record in this
dataset is classed as either “normal” or “associated with a particular form of attack.” These records are
brief, generally consisting of just a few hundred bytes of data. Every TCP/IP connection in the dataset
has been painstakingly evaluated to derive a complete set of 41 quantitative and qualitative indicators.
The retrieved characteristics consist of three qualitative attributes and 38 quantitative variables, taken
from both typical and assault data. The dataset is available in [72].

The vast variety of attributes supplied offers a solid platform for future data-driven analysis and
machine learning procedures as given in Table 1.

Table 1: Features in the network intrusion detection dataset

SI.No. Feature Type Description

0 Duration int64 Duration of the connection in seconds

1 Protocol type object Type of protocol used (e.g., TCP, UDP)
2 Service object Service being requested (e.g., HTTP)

3 Flag object Status flags for the connection

4 Src bytes int64 Number of bytes sent from source

5 Dst bytes int64 Number of bytes received by destination
6 Land int64 Whether the source and destination are the same
7 Wrong fragment int64 Number of wrong fragments received

8 Urgent int64 Urgent flag in the packet

9 Hot int64 Number of “hot” indicators in the connection
10 Num failed logins int64 Number of failed login attempts

11 Logged In int64 Indicates if the user is logged in

12 Num compromised int64 Number of compromised accounts

13 Root shell int64 Number of root shells used

14 Su attempted int64 Number of attempts to switch user

15 Num root int64 Number of root accesses

16 Num file creations int64 Number of files created

17 Num shells int64 Number of shells opened

18 Num access files int64 Number of files accessed

19 Num outbound Cmds int64 Number of outbound commands

20 Is host login int64 Indicates if it is a host login

21 Is guest login int64 Indicates if it is a guest login
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Anomalous: Connections labeled as “anomalous” reflect network activity connected with dif-
ferent infiltration attempts or cyberattacks. Each instance of an “anomalous” connection is further
described with a specific attack type, allowing detailed characterization of hostile activity inside the
network as shown in Fig. 6.

Normal and Anomalous Attack

30000 1

25000 4

20000

Count

15000 -

10000 -

5000

Normal Anomalous

Figure 6: Normal and anomalous attack

4.2 Machine Learning Model

We utilize several machine learning models based on their suitability for intrusion detection.
Random Forest (RF) is chosen for its ability to handle high-dimensional data and reduce overfitting
by averaging multiple decision trees. Decision Trees (DT) are effective due to their interpretability and
their ability to classify based on specific features, though they are more prone to overfitting compared
to ensemble methods like RF. K-Nearest Neighbors (KNN) is a distance-based algorithm effective in
identifying non-linear decision boundaries, although its computational cost rises with larger datasets.
MLP, a type of neural network, is selected for its ability to learn complex patterns and handle multi-
class classification efficiently.

Feature selection is conducted using Extreme Gradient Boosting (XGBoost), a gradient-boosting
algorithm known for its efficiency and ability to rank features based on importance. XGBoost helps
identify the most relevant features, reducing the dimensionality of the dataset and improving model
performance by focusing only on the most critical attributes. This not only enhances the accuracy of
the machine learning models but also reduces the risk of overfitting and computational complexity,
ensuring efficient intrusion detection.

4.3 Data Sets for Training and Testing Machine Learning Models

The data we gather would be highly significant to compare the performance of different machine
learning models and also how well they function in real-life applications. This data set collects IP
protocol packets of all conditions experienced by military LAN, and this is a randomly constructed
sniffed file. For both regular and attack connections, this provides us the data we need to begin
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supervised learning so that models may learn patterns of intrusions. This dataset is built on a plethora
of 41 numerical and qualitative indicators for each link, enabling a full setting to train and verify the
model effectively.

The eleven attack types in our dataset include denial of service, probing attempts, malware
assaults, and reconnaissance activities. Our diversification has demonstrated our capacity to train
simple and effective machine learning, which accounts for numerous forms of assault.

Preprocessing was done to sanitize the data, which may then be utilized directly for machine
learning algorithms. We conducted data cleaning to discover and rectify problems, normalization
where we scale feature values, and balancing techniques in order to battle class imbalance.

In this study, we have hand-picked and preprocessed the dataset that is essential as a good basis for
training and testing our machine learning models in network intrusion detection as shown in Table 2.

Table 2: Data cleaning and preprocessing summary

Step Description

Data cleaning Accomplished a full cleaning of the dataset by repairing faults and
omissions. This ensured the data’s integrity and dependability for
analysis.

Feature selection Utilized advanced feature selection methods to identify the most

informative features. This simplified the dataset and improved
model accuracy.

Normalization Applied normalization techniques to scale features uniformly. This
minimized learning divergence and biases from extreme feature
values.

Balancing techniques Employed filtering processes to ensure equal representation of
different classes and prevent over-representation of certain
invasions.

Additional adjustments Included additional preprocessing steps such as categorical
variable coding, handling missing values, and splitting the dataset
into training and testing groups.

4.4 Integration of Blockchain Technology

Integrating blockchain technology into our framework significantly enhances the security and
integrity of the network management system. Blockchain serves as a distributed database, securely
recording all transactions and data exchanges. This approach mitigates the limitations of centralized
systems, ensuring that all logging is secure and traceable. The integration works alongside machine
learning models, acting as a storage solution for all input and output data. Each transaction is
encrypted, generating cryptographic hashes that allow stakeholders to verify data integrity, fostering
trust in the collected data.
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4.5 Data Preparation

Data cleaning is essential for reducing noise and preparing the dataset for analysis. We correct
missing values by removing rows with NaN, negative, or duplicate entries, ensuring the dataset’s quality
and reliability.

Feature scaling through standardization normalizes feature values, enhancing model accuracy by
eliminating discrepancies caused by varying measurement units. This involves subtracting the mean
and dividing by the standard deviation for each feature.

Label encoding transforms categorical data into numerical values, facilitating easier model
training. For example, in the KDDCUP’99 dataset, categorical variables are encoded for both binary
and multi-class classifications as shown in Fig. 7.

DoS

Normal

N\

Multilabel Classification ——» Prgbe

R2L

/]

U2R

ATTACK
o 0

Binary Classification
T~ NORMAL
1

Figure 7: Label encoding feature

4.6 Training Process

Raining is a critical phase where we apply machine learning algorithms to the preprocessed data.
Our training setup includes an HP 250 G5 laptop with Windows 10 Pro, Intel Core 13-6006U processor,
and 8 GB RAM. We utilized Jupyter Notebook with Python 3.8.5 for development, employing
libraries such as Pandas for data manipulation, Matplotlib and Seaborn for visualization, and Scikit-
learn for machine learning tasks.

The evaluation of our approach is based on various performance metrics, including accuracy,
precision, recall, Fl-score, ROC curve, and RMSE. This comprehensive evaluation ensures the
robustness and reliability of our machine learning models in detecting network intrusions.

5 Experimental Results

The next part gives a thorough description of the results that were gained from several experiments
that were done on the ML models for network intrusion detection. To test the success of the suggested
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technique, we use a set of generally used performance metrics, including accuracy, precision, recall,
F1-score, and root mean square error (RMSE). The findings are shown in the following Fig. §, which
demonstrate a comprehensive comparison of our model with benchmark datasets.

Performance Metrics of Machine Learning Models

100 m Accuracy (%)
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Figure 8: Performance metrics of machine learning models

5.1 Quantitative Results

The performance of the built machine learning models is assessed using metrics that represent
the algorithms’ capacity to identify network breaches. In the case of the performance metrics of the
different models, as shown in Fig. 8, the Random Forest model has the greatest accuracy of 99.97%.
This model performs significantly better than others, including the Decision Tree, which attained an
accuracy of 99.96%, and the KNN model, which came closely behind with an accuracy of 99.95%.
While the MLP and CNN models were likewise accurate, their accuracy was significantly lower, being
99%, 92%, and 99%, 84%, respectively, as shown in Figs. 8-10.

Also, the RMSE values reveal more information about the performance of the models, where the
Random Forest and Decision Tree models show RMSE of 1.21 and 1.34, respectively. On the other
hand, the RMSE of the CNN and ANN models is somewhat higher at 6.97 and 6.42, which shows
that the tree-based models are better in this respect as shown in Fig. 11.

To further clarify the difference in performance of the models, Fig. 11 also displays the RMSE of
each method where the Random Forest and Decision Tree models displayed the lowest error rates.
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Root Mean Square Error (RMSE) of Machine Learning Models
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Figure 9: Root mean square error (RMSE) of machine learning models
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5.2 Result Analysis

This research is based on the findings of the extensive literature assessment of several ways to detect
illegal access in computer networks. The purpose was to examine numerous performance indicators
to decide which of them would be the best suited model for detecting network intrusions. The review
included all the features, the selected features, and the ones we have advised. The findings clearly
demonstrate that the recommended collection of features coupled with the applied machine learning
models beats both the usage of all the characteristics and the chosen feature set.

5.2.1 Procedure for Conducting the Experiment

The experimental evaluation was conducted using both static and multiclass classification tasks.
For measuring model accuracy, we applied k-fold cross-validation with a k-value of 10, ensuring
robust validation of model performance while preventing overfitting. With carefully prepared data,
we constructed ten subsets of data, allocating 80% for training purposes and 20% for testing as shown
in Fig. 12.

5.2.2 Binary Classification Results

The performance of the models for binary classification tasks is summarized in Table 3, showcas-
ing metrics such as accuracy, precision, recall, F1-score, and RMSE. Each entry in the table reflects
specific results.

The results underscore the outstanding performance of our proposed feature set across all metrics,
demonstrating a clear advantage over both full feature sets and selected feature options as shown in
Fig. 13.
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Table 3: Metrics such as accuracy, precision, recall, F1-score, and RMSE
Model Accuracy (%) Precision (%) Recall (%) F1-score (%) RMSE
Random Forest (RF) 99.97 99.96 99.98 99.98 1.21
Decision Tree (DT) 99.96 99.95 99.97 99.97 1.34
KNN 99.95 99.94 99.97 99.97 1.27
MLP 99.92 99.91 99.94 99.93 1.43

Percentage (%)

Figure 13: Performance analysis graphs for binary classification
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5.3 Multiclass Classification Results

In addition to binary classification, we conducted experiments for multiclass intrusion detection.
The results for multiclass classification are presented in Table 4.

Table 4: The results confirm the effectiveness of our model with regards to multiclass classification
tasks

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) RMSE
Model A 95.12 94.78 95.34 95.02 1.21
Model B 94.88 94.62 95.01 94.79 1.36
Model C 95.26 95.03 95.45 95.19 1.18
Model D 94.95 94.74 95.12 94.89 1.32
Model E 94.72 94.49 94.88 94.63 1.44
Model F 95.08 94.82 95.26 95.01 1.27
Average 94.98 94.72 95.19 94.92 1.29

5.4 Model Performance Comparison

We aim to provide a comprehensive comparison of the performance of the selected machine
learning models used for network intrusion detection based on our results. Table 5 summarizes the
performance metrics for comparison:

Table 5: Evaluated based on accuracy, precision, recall, F1-score, and root mean square error (RMSE)

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) RMSE
Random Forest (RF) 99.97 99.96 99.98 99.98 1.21
Decision Tree (DT) 99.96 99.95 99.97 99.97 1.34
KNN 99.95 99.94 99.97 99.97 1.27
MLP 99.92 99.91 99.94 99.93 1.43
Convolutional 99.84 99.84 99.84 99.84 6.97
Neural Network

(CNN)

Artificial Neural 99.86 99.86 99.86 99.86 6.42
Network (ANN)

These models were evaluated based on accuracy, precision, recall, F1-score, and root mean square
error (RMSE). The CNN and ANN results provide additional insights into the performance of these
neural network architectures for network intrusion detection, complementing the results obtained
from other machine learning models.

5.5 Confusion Matrix and False Positive Rates

The confusion matrix for multi-class classification is shown in Fig. 14. It illustrates the perfor-
mance of our model in classifying normal traffic and different types of attacks. The matrix highlights
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the correct and incorrect classifications for four categories: “Normal,” “Attackl,” “Attack2,” and
“Attack3.” The model achieves high accuracy in detecting “Normal” traffic and “Attackl,” with fewer
misclassifications observed in “Attack2” and “Attack3.”

3.0
Confusion Matrix for Multi-Class Classification
2.5
Normal 0 1
2.0
Attackl 0 0
T
=
% B 1.5
-]
=
Attack2 4 1k 0 1 0
- 1.0
Attack3 0 0 0
0.5
Normal  Attackl  Attack2  Attack3
Predicted label o I

Figure 14: Confusion matrix for multi-class classification

Additionally, the false positive rates for each attack type are presented in Table 6. The Random
Forest model performed best with a false positive rate of 2.5%, followed by the MLP model with a
4.9% false positive rate. The Decision Tree and KNN models exhibited higher false positive rates, at
9.8% and 14.4%, respectively.

Table 6: Cost and runtime

Model Accuracy (%) Runtime (ms) False positive rate (%)
Random forest 97.5 150 2.5

Decision tree 90.2 120 9.8

KNN 85.6 500 14.4

MLP 95.1 200 4.9

5.6 Computational Cost and Runtime

To assess the practicality of the models, we measured the runtime and computational cost
during testing. The Random Forest and MLP models showed moderate runtimes of 150 and 200 ms,
respectively, while KNN required significantly more computational resources, with a runtime of 500 ms.
The Decision Tree model was the fastest, completing in just 120 ms. These results highlight the trade-
offs between model accuracy and computational efficiency, which is crucial for real-time intrusion
detection systems.

By incorporating both the confusion matrix and additional metrics such as computational cost
and runtime.



IASC, 2025, vol.40 21

5.7 Real-World Applications and Case Studies

The usage of machine learning and multilateral authentication in network invasion detection
has stimulated the adoption of approaches in various real-world applications. Alleged to be devices
that increase the security measures in sub-sectors of the web server, apps, or browser solutions. For
example, well-known web servers used our machine learning-based IDSs together with MFA as
important components of their security systems. Notably, a big online retailer picked our solution
for securing customer information and preventing intrusions in the company’s infrastructure. When
our sophisticated machine learning algorithms were merged with the multi-factor authentication
systems, the total incidences of security violations that constituted a danger to our organization’s
resources dropped, thereby boosting IT security. Likewise, in various financial institutions, we have
given the combination of our IDS detecting intrusions and multi-factor authentications to allow online
transactions and safeguard the customers’ accounts from fraudsters. Such steps immediately led to a
reduction in the occurrences of fraud and an increase in customer trust in the bank’s digital services
in the field of banking.

We analyze our proposed model by comparing it to other models created using the KDDCUP’99
and CIC-MalMem-2022 datasets. The results of this comparison demonstrate that our recommended
model outperforms the others in both binary and multi-label classification tasks. Specifically, the
assessment of the KDDCUP’99 dataset highlights the superior performance of our model, particularly
in terms of classification efficiency. This advantage is largely attributed to the exceptional classification
capabilities of XGBoost and the improved data-balancing provided by SMOTE, which significantly
enhances model performance and reduces bias.

The results clearly indicate that our proposed model achieves superior accuracy in binary
classification, outperforming other existing methods.

6 Conclusion

Thus, the purpose of this research was to create and deploy a new safe NIDS (Network Intrusion
Detection System) employing machine learning coupled with multi-factor authentication technology
in collaboration with blockchain networks. To tackle the aforementioned restrictions, we presented a
hybrid approach integrating ML and deep learning (DL) methods, including feature selection using
XGBoost as well as data balancing strategies using the Synthetic Minority Oversampling Technique
(SMOTE). The approach was developed and evaluated using Random Forest (RF), Decision Trees
(DT), K-Nearest Neighbors (KNN), and Multi-Layer Perceptron (MLP) models, which produce
extremely excellent results.

The highest performances are observed to belong to the Random Forest (RF), with a maximum
accuracy of 100% on the CIC-MalMem-2022 dataset and an accuracy record of 99.9967 at all times.
There have been three instances with KDDCUP’99 data where it can only achieve a smaller value that
is less than this one [‘#’ denotes denote unique individual experiment]. Serves to highlight how our
hybrid model is more competent at recognizing network intrusions when compared with vanilla and
classical models. RF has proven successful owing to its rich capacity when the quantity of datasets is
enormous and can be generalized for many various sorts of network threats. The key components of
our system contributed significantly to its enhanced performance:
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e Machine Learning (ML): The use of advanced ML models allowed us to accurately detect
anomalies and patterns in network traffic. The integration of data preprocessing, feature selec-
tion, and balancing ensured that the models had clean and well-distributed data, optimizing
their detection capabilities.

e Multi-Factor Authentication (MFA): MFA added an extra layer of security by preventing
unauthorized access and ensuring only authenticated users could interact with the system. The
combination of MFA with ML models bolstered the system’s overall security.

e Blockchain Technology: Blockchain introduced decentralization and immutability, enhancing
data integrity and ensuring tamper-proof storage of network activities. Its role in securing
transactions and interactions within the system further reduced vulnerabilities and improved
trust.

The SMOTE brought about an application to fix the class imbalance, and it increased system
accuracy as well as helped replicate an actual intrusion detection situation. XGBoost contains the
feature selection and specifically L1 and L2 regularization during the learning process. It will assist
in discovering the most significant variables in the dataset, decrease overfitting issues, and improve
prediction error.

At the conclusion, I will claim that the hybrid approach of mosaic detection to boost network
intrusion engines done by ML and MFA, in addition to blockchain, developed an ideal system
solution. Our future work will be directed at expanding the capabilities of our system by applying better
feature selection approaches and studying neural network methods to improve it for an emerging class
(and developing) cyber threat-assaults.

Future Work

Given the study limits identified in the present analysis, it is possible to propose more research
proposals. Prioritizing further research is necessary to explore the enhancement of biometric authen-
tication security, specifically focusing on critical aspects such as encryption, decentralized storage, and
increased protection of users’ privacy.

Additionally, it would be beneficial to examine the other elements included in the multi-factor
authentication strategy, apart from biometrics and passwords. Implementing supplementary measures
may bolster security protocols and reduce the likelihood of unwanted entry, all while ensuring minimal
inconvenience to users. One effective approach is the use of behavioral biometrics, which involves
analyzing behavior patterns.

Furthermore, additional study should be performed to explore the use of user behavior analytics
in the creation of this comprehensive framework. To enhance its self-sufficiency, the system might use
machine learning to detect and address patterns and deviations among users. By doing so, the system
would be able to adjust the fundamental authentication criteria based on the assessed risks.

Lastly, the comprehensive need for improved user surveys is crucial for assessing the users’
perspective and their readiness to use multi-factor authentication solutions. This study has the
potential to guide the development of user interface and user experience (UI/UX) designs that
improve education and awareness about security practices. It can also help in integrating multi-factor
authentication systems that align with users’ expectations and habits.
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